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Cloud native architecture has been a prevailing trend and is widely adopted by major

online service providers including Netflix, Uber and WeChat. It enables applications

to be structured as loosely-coupled distributed systems that can be developed and man-

aged independently, and provide different programming models, namely microservice

and serverless, to accommodate different user requirements. Specifically, microservices

are a group of small services that collectively perform as a complete application. Each

microservice implements a web server that handles specific business logic, and is usu-

ally packaged in a container that encapsulates its own runtime and dependencies. Mi-

croservice containers typically live for a long time and scale up or down to cope with

load fluctuations as per user-specified policies. Serverless provides a further simplified

approach to application development and deployment. It allows users to upload their ap-

plication code as functions, without the need for explicit provisioning or management of

containers, through an event-driven interface. Serverless containers are typically short-

living ’one-off’ containers handling a single request at a time. The billing of serverless

is fine-grained and users only pay for the resources consumed by actual function execu-

tion.

Despite the popularity of cloud native systems, managing their resources efficiently

is challenging. Cloud native applications consist of many component services with di-

verse resource requirements, posing a greater challenge compared to traditional mono-

lithic applications. Furthermore, the backpressure effect caused by inter-service connec-

tions also complicates resource management. Lastly, although cloud-native relives users



from the burden of infrastructure management, cloud providers still need to provision

and pay for the infrastructure to host cloud native applications, which incurs high cost.

This dissertation aims to tackle the challenge of efficient resource management for

cloud-native systems and proposes three resource managers. First, we present Sinan, a

machine learning (ML)-driven and service level agreement (SLA)-aware resource man-

ager for microservices. Sinan uses a set of validated ML models to learn the per-service

resource requirements , taking into account the effects of inter-service dependencies.

Sinan’s ML models predict the end-to-end latency of a given resource allocation, and

the resource manager then chooses the optimal resource allocation that preserves the

SLAs, based on the predictions. Sinan highlights the importance of a balanced training

dataset that includes an equal share of SLA violations and satisfactions, for the effec-

tiveness of ML models. Additionally, Sinan demonstrates that the system is flawed if

the training dataset is dominated by either SLA satisfaction or violation. In order to

obtain a balanced training dataset, Sinan explores different resource allocations with an

algorithm inspired by multi-arm bandit (MAP).

Although Sinan outperforms traditional approaches such as autoscaling, it requires

a lengthy exploration process and triggers a large number of SLA violations, hindering

its practicality. Furthermore, the ML models are on the critical path of resource man-

agement decisions, limiting the speed and scalability of the system. To address these

limitations, we further propose Ursa, a lightweight and scalable resource management

framework for microservices. By investigating the backpressure-free conditions, Ursa

allocates resources within the space that each service can be considered independent for

the puropose of resource allocation. Ursa then uses an analytical model that decomposes

the end-to-end latency into per-service latency, and maps per-service latency to individ-

ually checkable resource allocation threshold. To speed up the exploration process, Ursa

explores as many independent microservices as possible across different request paths,



and swiftly stops exploration in case of SLA violations.

Finally, in order to reduce the infrastructure provisioning cost of cloud-native sys-

tems, we propose to leverage harvested resources in datacenter, which cloud providers

provide at a massive discount. Orthogonal to the first two parts of the thesis which aim

to reduce operation cost by providing the minimum amount of resources that do not

compromise performance, this part aims to achieve cost reduction by using cheaper but

less reliable resources. We use serverless as the target workload, and propose to run

serverless platforms on low-priority Harvest VMs that grow and shrink to harvest all

the unallocated CPU cores in their host servers. We quantify the challenges of running

serverless on harvest VMs by characterizing the serverless workloads and Harvest VMs

in production. We propose a series of policies that uses a mix of Harvest and regular

VMs with different tradeoffs between reliability and efficiency, and design a serverless

load balancer that is aware of VM evictions and resource variations in Harvest VMs.

Our results show that adopting harvested resources improves efficiency and reduces cost

significantly, and request failure rate caused by Harvest VM evictions is marginal.
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CHAPTER 1

INTRODUCTION

1.1 Background

Cloud computing has become a prevailing trend, offering various benefits such as

scalability to large systems, fine-grained elasticity, rapid time to market and data

loss prevention [76, 64, 128, 24, 21]. In line with this trend, cloud native systems

are also gaining popularity, as it enables applications to be built as loosely cou-

pled distributed systems that are elastic, scalable and observable. Cloud native sys-

tems leverage the compute resources provided by Infrastructure as a Service (IaaS),

and use containers [7, 98, 30, 25, 29, 124, 60] and lightweight virtual machines

(VMs) [33, 95] as the smallest unit to package user applications. The virtualized

sandboxes are typically managed by orchestration frameworks [13, 28] (sometimes

with the help of service mesh [27]) which handle tasks including service discovery,

load balancing, automatic scaling, resource bin packing, service self-healing, and auto-

matic rollout/rollback. Moreover, the ecosystem also provides a range of frameworks

to enable communication, data storage, monitoring and tracing of cloud native sys-

tems [3, 18, 16, 31, 17, 47, 22, 105]. These frameworks relive users from the burden of

infrastructure development, allowing them to focus on rapid development and iteration

of business logic. Cloud native systems provide different programming models, namely

microservice and serverless, to accommodate different user requirements.

Microservices are small, loosely-coupled services that collectively perform as a

complete application, and are widely adopted by major online service providers such

as Twitter, Netflix and WeChat [6, 143, 131]. Each microservice implements a web

server that handles specific business logic, and is usually packaged in a container that
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encapsulates its own runtime and dependencies [23]. These microservice containers

typically live for a long time and scale in or out automatically according to user spec-

ified policy to cope with load fluctuations. Communication between microservices are

implemented via protocols including REST APIs, remote procedure calls (RPCs) and

message queues [5, 10, 18, 3]. Compared to monolithic applications, microservices of-

fer several benefits. Microservices enable flexible and rapid development by allowing

each microservice to be developed and deployed independently, with its own program-

ming language, framework, and dependencies. This flexibility shortens time-to-market

and facilitates fast iteration, allowing users to make small and incremental updates to

their business logic without the need for redeployment of the entire system. In addition,

microservices enable fine-grained management, allowing each microservice to be con-

figured, deployed, and scaled independently to meet its specific resource requirements.

This results in lower operational costs, as users can add resources only to bottleneck ser-

vices when faced with load spikes, rather than scaling the entire system as in monolithic

systems.

Serverless provides a further simplified approach to application development and

deployment. Serverless platforms enable users to upload their application codes as func-

tions, without the need for explicit provisioning or management of containers and virtual

machines. This is achieved through an event-driven interface, where user functions are

executed in response to specific events, such as an HTTP request or a timer alarm. To

accommodate the event-driven nature of serverless, the underlying platform dynami-

cally allocates containers to execute user functions. Unlike microservice containers that

usually are long-living and process multiple requests in parallel, serverless container

are typically short-living ’one-off’ containers handling a single request at a time. The

billing of serverless is fine-grained and users are only billed for the resources consumed

by actual function execution. The simplicity offered by serverless comes at the cost of
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performance and efficiency. The event-driven framework incurs overhead in communi-

cation, as well as a container cold start, where the code and runtime of the function must

be brought into memory from persistent storage. Despite these trade-offs, the simplic-

ity of serverless makes it a compelling option for cloud programming from the user’s

perspective.

Despite their popularity, cloud native systems introduce new challenges for resource

management. Cloud native systems usually need to satisfy SLA constraints defined in

terms of end-to-end tail latency, which is unstable and hard to estimate. Compared to

traditional monolithic systems, cloud native systems consist of many small component

services that have diverse resource requirements. In addition, the backpressure effect,

or dependencies between services caused by inter-service connections can lead to exac-

erbated queueing effects and potential cascading SLA violations, further complicating

resource management [66, 143]. Lastly, although cloud native systems relieves users

from the burden of infrastructure management, cloud providers still need to provision

and pay for the infrastructures, which usually incurs high cost.

1.2 Related Work

We now review related work on cloud native system including both microservice and

serverless, and resource management of cloud systems in general.

Microservices. The emergence of microservices has prompted efforts to bench-

mark and characterize them. Representative benchmarks include DeathstarBench [66]

and ticket reservation [144], which implement several end-to-end user-facing applica-

tions. These benchmarks use RPC as the only inter-service communication method,

and mostly perform lightweight text processing in the business logic. More recently,
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Luo et al. [92] characterize microservices running on AliCloud and show that message

queues are common in practice, accounting for 23% of all communication methods,

and the performance of microservices is most sensitive to CPU interference. Related

work [143, 117, 94, 122] also shows that cloud-native applications implement a vari-

ety of business logic, including ML workloads, image and video processing, etc. In

terms of resource management for microservices, Wechat [143] manages microservices

with overload control, by matching the throughput of the upstream and downstream ser-

vices; PowerChief [141] dynamically power boosts bottleneck services in multi-phase

applications, and Suresh et al. [129] leverage overload control and adopt deadline-based

scheduling to improve tail latency in multi-tier workloads. Finally, Sriraman et al. [127]

present an autotuning framework for microservice concurrency, and show the impact of

threading decisions on application performance and responsiveness.

Serverless. Serverless computing has been the subject of extensive research aimed

at expanding its range of applicable applications and enhancing its infrastructure. This

research covers a wide range of areas, including: (a) scheduling policies for making

serverless platforms cost-effective and performant [122, 78]; (b) performance-aware

and cost-effective storage [83, 84, 103, 117]; (c) secure and light-weight container in-

frastructure [34, 106, 102, 137, 133, 125, 33]; (d) characterization of existing serverless

workloads [122]; and (e) enabling applications to run in a serverless-native manner,

including data processing and analytics [75, 112], video processing [63], ML training

[46], DNA sequence visualization [88] and compilation [62].

Resource management for the cloud. Improving resource efficiency in cloud plat-

forms in general is an important research area, and recent work [44, 61, 67, 70, 74,

77, 111, 132, 55, 80, 110] focuses on cluster scheduling frameworks, such as Kuber-

netes [13] and Apache YARN [134]. Resource central [53] uses a set of ML models to
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predict VM performance metrics, such as CPU utilization and lifetime, Autopilot [119]

uses an ensemble of models to tune container configurations, Ambati et al. [36] propose

providing SLAs for resource harvesting VMs, and Narayanan et al. [104] propose to

efficiently solve large-scale granular resource allocation problems by randomly parti-

tioning them to smaller problems. However, these proposals are mainly applicable to

single VMs or containers, rather than microservices with directed acyclic graph (DAG)

topologies.

1.3 Contributions

This dissertation focuses on improving the resource efficiency of cloud native systems.

First, we tackle the problem of allocating the optimal amount of resources under

SLA constraints. Specifically, we target microservice workloads and investigate both

using machine learning (ML) and analytical models. We first propose Sinan, an ML-

driven, SLA-aware resource manager for microservices. Sinan leverages a set of

validated ML models to automatically learn the per-service resource requirements and

the impact of inter-service dependencies from data, and assign appropriate resources to

each service to preserve SLAs. Sinan highlights the importance of a balanced training

dataset that includes an equal share of SLA violation and SLA satisfaction, for the ef-

fectiveness of ML models. To collect the balanced training dataset, Sinan employs an

action space exploration algorithm inspired by multi-arm bandits to investigate the space

of possible resource allocations. After collecting the proper training dataset, Sinan trains

a set of models to predict the outcome of a resource allocation, both in the near-future

and in the long term. The predictions are then used by the resource manager to decide

the optimal resource allocation that preserves the SLA.
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Sinan demonstrates that ML models are effective in predicting performance metrics

such as end-to-end tail latency and can be used to guide resource allocations. However,

the exploration process for collecting the balanced training dataset is time-consuming

and triggers a large number of SLA violations, making it impractical to be performed

online to track changes in user behavior or to cope with frequent business logic updates.

In addition, the ML models are on the critical path of every resource management deci-

sion, limiting the speed and scalability of resource management. To address these lim-

itations, we design Ursa, a lightweight resource management framework for cloud

native microservices. First, we study how latency anomalies, or backpressure, prop-

agate through different communication methods, due to improper resource allocation.

The results show that backpressure is only significant in RPCs and is most pronounced

in the parent service of the bottleneck microservice. Based on these findings, we propose

a method to determine the resource utilization threshold for microservices that prevents

backpressure. In a backpressure-free system, we develop a performance model based

on mixed-integer programming (MIP). The model decomposes end-to-end latency SLA

constraints into per-service latency constraints, and maps them to resource allocation

thresholds for individual services. To speed up exploration while reducing SLA viola-

tions, Ursa explores as many independent services across different request paths, and

swiftly stops exploration when violations occur or the resource utilization reaches the

backpressure-free thresholds. In brief review of the first two parts of the thesis, we

emphasize the benefits of analytical models in comparision to deep neural networks

(DNNs) concerning resource management or control problems. Despite the demonstra-

tion of DNNs’ capability in resolving black-box problems, analytical models designed

with domain knowledge can be more performant, efficient and explainable, while re-

quiring considerably smaller training dataset and incurring less exploration overheads.

Second, in order to reduce the infrastructure provisioning cost of cloud native sys-
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tems, we propose to leverage harvested resources in datacenters which are provided at

massive discounts. Orthogonal to the first two parts of the thesis, which aim to reduce

operation cost by providing the minimum amount of resources without performance

degradation, this part aims to achieve cost reduction by using cheaper but less reliable

resources. For this part of the thesis we target serverless workloads because serverless

workloads are short running and benefit the most from harvested resources. Specifically,

we propose to run serverless platforms on Harvest VMs [36], a type of low-priority

evictable VMs that grow and shrink to harvest all the unallocated CPU cores in their

host servers. To understand the impact of evictions and of the variability in harvested

resources on a serverless platform, we characterize both the serverless workload and the

resources available to Harvest VMs using production traces. We contrast the duration

of function executions with the lifetime of Harvest VMs and the durations over which

resources are available for harvesting, and the analysis suggests a good match between

serverless platforms and Harvest VMs. Additionally, we study how to adapt a serverless

platform to run on harvested resources. To address Harvest VM evictions, we explore

the space of regular and Harvest VMs mixes, for short- and long-running functions,

and quantify the trade-off between cost and reliability. We find that even when run-

ning serverless solely on Harvest VMs, evictions cause at most 0.0015% of invocations

to fail. To make this practical, we design and implement a load balancer for server-

less platforms that places functions in VMs according to the availability of harvested

resources, while keeping the function cold start rate low.

1.4 Thesis Organization

The rest of this dissertation is organized as follows. Chapter 2 presents Sinan, an ML-

driven, SLA-aware resource manager for microservices. Chpater 3 presents Ursa, a
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lightweight resource management framework for cloud native microservices. Chap-

ter 4 presents the study of running serverless workloads on Harvest VMs, which makes

serverless both faster and cheaper. Finally, Chapter 5 concludes the dissertation.
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CHAPTER 2

SINAN: ML-BASED AND SLA-AWARE RESOURCE MANAGEMENT FOR

CLOUD MICROSERVICES

2.1 Introduction

In recent years, cloud applications have progressively shifted from monolithic services

to graphs with hundreds of single-purpose and loosely-coupled microservices [129,

66, 126, 32, 20, 6]. This shift is becoming increasingly pervasive, with large cloud

providers, such as Amazon, Twitter, Netflix, and eBay having already adopted this ap-

plication model [32, 20, 6].

Despite several advantages, such as modular and flexible development and rapid

iteration, microservices also introduce new system challenges, especially in resource

management, since the complex topologies of microservice dependencies exacerbate

queueing effects, and introduce cascading Quality of Service (QoS) violations that

are difficult to identify and correct in a timely manner [66, 143]. Current cluster

managers are designed for monolithic applications or applications consisting of a few

pipelined tiers, and are not expressive enough to capture the complexity of microser-

vices [135, 97, 90, 91, 66, 109, 121, 123, 56, 58]. Given that an increasing number of

production cloud services, such as EBay, Netflix, Twitter, and Amazon, are now de-

signed as microservices, addressing their resource management challenges is a pressing

need [32, 20, 66].

We take a data-driven approach to tackle the complexity microservices introduce

to resource management. Similar machine learning (ML)-driven approaches have been

effective at solving resource management problems for large-scale systems in previous
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work [58, 53, 119, 57]. Unfortunately, these systems are not directly applicable to mi-

croservices, as they were designed for monolithic services, and hence do not account for

the impact of dependencies between microservices on end-to-end performance.

We present Sinan, a scalable and QoS-aware resource manager for interactive cloud

microservices. Instead of tasking the user or cloud operator with inferring the impact

of dependencies between microservices, Sinan leverages a set of validated ML models

to automatically determine the impact of per-tier resource allocations on end-to-end

performance, and assign appropriate resources to each tier.

Sinan first uses an efficient space exploration algorithm to examine the space of pos-

sible resource allocations, especially focusing on corner cases that introduce QoS vio-

lations. This yields a training dataset used to train two models: a Convolutional Neural

Network (CNN) model for detailed short-term performance prediction, and a Boosted

Trees model that evaluates the long-term performance evolution. The combination of

the two models allows Sinan to both examine the near-future outcome of a resource

allocation, and to account for the system’s inertia in building up queues with higher

accuracy than a single model examining both time windows. Sinan operates online,

adjusting per-tier resources dynamically according to the service’s runtime status and

end-to-end QoS target. Finally, Sinan is implemented as a centralized resource manager

with global visibility into the cluster and application state, and with per-node resource

agents that track per-tier performance and resource utilization.

We evaluate Sinan using two end-to-end applications from DeathStarBench [66],

built with interactive microservices: a social network and a hotel reservation site. We

compare Sinan against both traditionally-employed empirical approaches, such as au-

toscaling [19], and previous research on multi-tier service scheduling based on queueing

analysis, such as PowerChief [141]. We demonstrate that Sinan outperforms previous
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work both in terms of performance and resource efficiency, successfully meeting QoS

for both applications under diverse load patterns. On the simpler hotel reservation appli-

cation, Sinan saves 25.9% on average, and up to 46.0% of the amount of resources used

by other QoS-meeting methods. On the more complex social network service, where

abstracting application complexity is more essential, Sinan saves 59.0% of resources

on average, and up to 68.1%, essentially accommodating twice the amount of requests

per second, without the need for more resources. We also validate Sinan’s scalability

through large-scale experiments on approximately 100 container instances on Google

Compute Engine (GCE), and demonstrate that the models deployed on the local cluster

can be reused on GCE with only minor adjustments instead of retraining.

Finally, we demonstrate the explainability benefits of Sinan’s models, delving into

the insights they can provide for the design of large-scale systems. Specifically, we use

an example of Redis’s log synchronization, which Sinan helped identify as the source of

unpredictable performance out of tens of dependent microservices to show that the sys-

tem can offer practical and insightful solutions for clusters whose scale make previous

empirical approaches impractical.

2.2 Overview

2.2.1 Problem Statement

Sinan aims to manage resources for complex, interactive microservices with tail la-

tency QoS constraints in a scalable and resource-efficient manner. Graphs of dependent

microservices typically include tens to hundreds of tiers, each with different resource

requirements, scaled out and replicated for performance and reliability. Section 2.2.2
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describes some motivating examples of such services with diverse functionality used in

this work; other similar examples can be found in [32, 20, 6, 126].

Most cluster managers focus on CPU and memory management [119, 53, 135]. Mi-

croservices are by design mostly stateless, hence their performance is defined by their

CPU allocation. Given this, Sinan primarily focuses on allocating CPU resources to

each tier [66], both at sub-core and multi-core granularity, leveraging Linux cgroups

through the Docker API [7]. We also provision each tier with the maximum profiled

memory usage to eliminate out of memory errors.

2.2.2 Motivating Applications

We use two end-to-end interactive applications from DeathStarBench [66]: a hotel reser-

vation service, and a social network.

Hotel Reservation

The service is an online hotel reservation site, whose architecture is shown in Figure 2.1.

Functionality: The service supports searching for hotels using geolocation, placing

reservations, and getting recommendations. It is implemented in Go, and tiers commu-

nicate over gRPC [10]. Data backends are implemented in memcached for in-memory

caching, and MongoDB, for persistent storage. The database is populated with 80 hotels

and 500 active users.
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Figure 2.1: Hotel reservation microservice architecture [66]. Client requests first reach
a front-end webserver, and, depending on the type of requests, are then directed to logic
tiers implementing functionality for searching hotels, completing hotel reservations, and
getting recommendations on available hotels. At the right-most of the figure, the re-
quests reach the back-end databases, implemented both with in-memory caching tiers
(memcached), and persistent databases (MongoDB).

Social Network

The end-to-end service implements a broadcast style social network with uni-directional

follow relationships, shown in Figure 2.2. Inter-microservice messages use Apache

Thrift RPCs [130].

Functionality: Users can create posts embedded with text, media, links, and tags to

other users, which are then broadcasted to all their followers. The texts and images

uploaded by users, specifically, go through image-filter (a CNN classifier) and text-filter

services (an SVM classifier), and contents violating the service’s ethics guidelines are

rejected. Users can also read posts on their timelines. We use the Reed98 [118] social

friendship network to populate the user database. User activity follows the behavior of

Twitter users reported in [86], and the distribution of post text length emulates Twitter’s

text length distribution [69].
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Figure 2.2: Social Network microservice architecture [66]. Client requests first reach
Nginx, which works as frontend http servers. Then, depending on the type of user
request, a number of logic, mid-tiers will be invoked to create a post, read a user’s
timeline and to follow/unfollow users. At the right-most of the figure, the requests reach
the back-end databases, implemented both with in-memory caching tiers (memcached
and Redis), and persistent databases (MongoDB).

2.2.3 Management Challenges & the Need for ML

Resource management in microservices faces four challenges.

1. Dependencies among tiers Resource management in microservices is additionally

complicated by the fact that dependent microservices are not perfect pipelines, and

hence can introduce backpressure effects that are hard to detect and prevent [66, 143].

These dependencies can be further exacerbated by the specific RPC and data store API

implementation. Therefore, the resource scheduler should have a global view of the

microservice graph and be able to anticipate the impact of dependencies on end-to-end

performance.

2. System complexity Given that application behaviors change frequently, resource
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management decisions need to happen online. This means that the resource manager

must traverse a space that includes all possible resource allocations per microservice in

a practical manner. Prior empirical approaches use resource utilization [19], or latency

measurements [48, 58, 90] to drive allocation decisions. Queueing approaches similarly

characterize the system state using queue lengths [141]. Unfortunately these approaches

cannot be directly employed in complex microservices with tens of dependent tiers.

First, microservice dependencies mean that resource usage across tiers is codependent,

so examining fluctuations in individual tiers can attribute poor performance to the wrong

tier. Similarly, although queue lengths are accurate indicators of a microservice’s system

state, obtaining exact queue lengths is hard. First, queues exist across the system stack

from the NIC and OS, to the network stack and application. Accurately tracking queue

lengths requires application changes and heavy instrumentation, which can negatively

impact performance and/or is not possible in public clouds. Second, the application may

include third-party software whose source code cannot be instrumented. Alternatively,

expecting the user to express each tier’s resource sensitivity is problematic, as users

already face difficulties correctly reserving resources for simple, monolithic workloads,

leading to well-documented underutilization [58, 114], and the impact of microservice

dependencies is especially hard to assess, even for expert developers.

3. Delayed queueing effect Consider a queueing system with processing throughput To

under a latency QoS target, like the one in Figure 2.3. To is a non-decreasing function

of the amount of allocated resources R. For input load Ti, To should equal or slightly

surpass Ti for the system to stably meet QoS, while using the minimum amount of

resources R needed. Even when R is reduced, such that To < Ti, QoS will not be

immediately violated, since queue accumulation takes time.

The converse is also true; by the time QoS is violated, the built-up queue takes a long
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Figure 2.3: The figure showcases the delayed queueing effect in microservices; QoS
violations that are not detected eagerly (blue line), become unavoidable (red), even if
later action is taken.

time to drain, even if resources are upscaled immediately upon detecting the violation

(red line). Multi-tier microservices are complex queueing systems with queues both

across and within microservices. This delayed queueing effect highlights the need for

ML to evaluate the long-term impact of resource allocations, and to proactively prevent

the resource manager from reducing resources too aggressively, to avoid latency spikes

with long recovery periods. To mitigate a QoS violation, the manager must increase

resources proactively (blue line), otherwise the violation becomes unavoidable, even if

more resources are allocated a posteriori.

4. Boundaries of resource allocation space Data collection or profiling are essential

to the performance of any model. Given the large resource allocation space in microser-

vices, it is essential for any resource manager to quickly identify the boundaries of that

space that allow the service to meet its QoS, with the minimum resource amount [59],

so that neither performance nor resource efficiency are sacrificed. Prior work often uses

random exploration of the resource space [58, 90, 48] or uses prior system state as the
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training dataset [65]. Unfortunately, while these approaches work for simpler appli-

cations, in microservices they are prone to covariant shift. Random collection blindly

explores the entire space, even though many of the explored points may never occur dur-

ing the system’s normal operation, and may not contain any points close to the resource

boundary of the service. On the contrary, data from operation logs are biased towards

regions that occur frequently in practice but similarly may not include points close to the

boundary, as cloud systems often overprovision resources to ensure that QoS is met. To

reduce exploration overheads it is essential for a cluster manager to efficiently examine

the necessary and sufficient number of points in the resource space that allow it to just

meet QoS with the minimum resources.

2.2.4 Proposed Approach

These challenges suggest that empirical resource management, such as autoscaling [19]

or queueing analysis-based approaches for multi-stage applications, such as Power-

Chief [141], are prone to unpredictable performance and/or resource inefficiencies. To

tackle these challenges, we take a data-driven approach that abstracts away the complex-

ity of microservices from the user, and leverages ML to identify the impact of dependen-

cies on end-to-end performance, and make allocation decisions. We also design an effi-

cient space exploration algorithm that explores the resource allocation space, especially

boundary regions that may introduce QoS violations, for different application scenarios.

Specifically, Sinan’s ML models predict the end-to-end latency and the probability of

a QoS violation for a resource configuration, given the system’s state and history. The

system uses these predictions to maximize resource efficiency, while meeting QoS.

At a high level, the workflow of Sinan is as follows: the data collection agent col-
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lects training data, using a carefully-designed algorithm which addresses Challenge 4

(efficiently exploring the resource space). With the collected data, Sinan trains two ML

models: a convolution neural network (CNN) model and a boosted trees (BT) model.

The CNN handles Challenges 1 and 2 (dependencies between tiers and navigating the

system complexity), by predicting the end-to-end tail latency in the near future. The

BT model addresses Challenge 3 (delayed queueing effect), by evaluating the proba-

bility for a QoS violation further into the future, to account for the system’s inertia in

building up queues. At runtime, Sinan infers the instantaneous tail latency and the prob-

ability for an upcoming QoS violation, and adjusts resources accordingly to satisfy the

QoS constraint. If the application or underlying system change at any point in time,

Sinan retrains the corresponding models to account for the impact of these changes on

end-to-end performance.

2.3 Machine Learning Models

The objective of Sinan’s ML models is to accurately predict the performance of the

application given a certain resource allocation. The scheduler can then query the model

with possible resource allocations for each microservice, and select the one that meets

QoS with the least necessary resources.

A straightforward way to achieve this is designing an ML model that predicts the

immediate end-to-end tail latency as a function of resource allocations and utilization,

since QoS is defined in terms of latency, and comparing the predicted latency to the

measured latency during deployment is straightforward. The caveat of this approach is

the delayed queueing effect described in Sec. 2.2.3, whereby the impact of an allocation

decision would only show up in performance later. As a resolution, we experimented
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Figure 2.4: Multi-task NN overpredicts Social Network latency, due to the semantic
gap between the QoS violation probability, a value between 0 and 1, and the latency, a
value that is not strictly bounded.

with training a neural network (NN) to predict latency distributions over a future time

window: for example, the latency for each second over the next five seconds. However,

we found that the prediction accuracy rapidly decreased the further into the future the

NN tried to predict, as predictions were based only on the collected current and past met-

rics (resource utilization and latency), which were accurate enough for immediate-future

predictions, but were insufficient to capture how dependencies between microservices

would cause performance to evolve later on.

Considering the difficulty of predicting latency further into the future, we set an

alternative goal: predict the latency of the immediate future, such that imminent QoS

violations are identified quickly, but only predict the probability of experiencing a QoS

violation later on, instead of the exact latency of each decision interval. This binary

classification is a much more contained problem than detailed latency prediction, and

still conveys enough information to the resource manager on performance events, e.g.,

QoS violations, that may require immediate action in the present.

An intuitive method for this are multi-task learning NNs that predict the latency of
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the next interval, and the QoS violation probability in the next few intervals. However,

the multi-task NN considerably overpredicts tail latency and QoS violation probability,

as shown in Figure 2.4. Note that the gap between prediction and ground truth does

not indicate a constant difference, which could be easily learned by NNs with strong

overfitting capabilities. We attribute the overestimation to interference caused by the

semantic gap between the QoS violation probability, a value between 0 and 1, and the

latency, a value that is not strictly bounded.

To address this, we designed a two-stage model: first, a CNN that predicts the end-to-

end latency of the next timestep with high accuracy, and, second, a Boosted Trees (BT)

model that estimates the probability for QoS violations further into the future, using the

latent variable extracted by CNN. BT is generally less prone to overfitting than CNNs,

since it has much fewer tunable hyperparameters than NNs; mainly the number of trees

and tree depth. By using two separate models, Sinan is able to optimize each model for

the respective objective, and avoid the overprediction issue of using a joint, expensive

model for both tasks. We refer to the CNN model as the short-term latency predictor,

and the BT model as the long-term violation predictor.

2.3.1 Latency Predictor

As discussed in Section 2.2.3, the CNN needs to account for both the dependencies

across microservices, and the timeseries pattern of resource usage and application per-

formance. Thus, both the application topology and the timeseries information are en-

coded in the input of the CNN. The input of the CNN includes the following three parts:

1. an “image” (3D tensor) consisting of per-tier resource utilization within a past

time window. The y-axis of the “image” corresponds to different microservices,
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with consecutive tiers in adjacent rows, the x-axis corresponds to the timeseries,

with one timestep per column, and the z-axis (channels) corresponds to resource

metrics of different tiers, including CPU usage, memory usage (resident set size

and cache memory size) and network usage (number of received and sent packets),

which are all retrieved from Docker’s cgroup interface. Per-request tracing is not

required.

2. a matrix of the end-to-end latency distribution within the past time window, and

3. the examined resource configuration for the next timestep, which is also encoded

as a matrix.

In each convolutional (Conv) layer of the CNN, a convolutional kernel (k × k window)

processes information of k adjacent tiers within a time window containing k timestamps.

The first few Conv layers in the CNN can thus infer the dependencies of their adja-

cent tiers over a short time window, and later layers observe the entire graph, and learn

interactions across all tiers within the entire time window of interest. The latent rep-

resentations derived by the convolution layers are then post-processed together with

the latency and resource configuration information, through concatenation and fully-

connected (FC) layers to derive the latency predictions. In the remainder of this section,

we first discuss the details of the network architecture, and then introduce a custom

loss function that improves the prediction accuracy by focusing on the most important

latency range.

As shown in Figure 2.5, the latency predictor takes as input the resource usage his-

tory (XRH), the latency history (XLH), and the resource allocation under consideration

for the next timestep (XRC), and predicts the end-to-end tail latencies (yL) (95th to 99th

percentiles) of the next timestep.

XRH is a 3D tensor whose x-axis is the N tiers in the microservices graph, the y-axis
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Figure 2.5: Sinan’s hybrid model, consisting of a CNN and a Boosted Trees (BT) model.
The CNN extracts the latent variable (L f ) and predicts the end-to-end latency (yL). The
BT take the latent variable and proposed resource allocation, and predicts the probability
of a QoS violation (pV).

is T timestamps (T > 1 accounts for the non-Markovian nature of microservice graph),

and channels are F resource usage information related to CPU and memory. The set of

necessary and sufficient resource metrics is narrowed down via feature selection. XRC

and XLH are 2D matrices. For XRC, the x-axis is the N tiers and the y-axis the CPU

limit. For XRH, the x-axis is T timestamps, and the y-axis are vectors of different latency

percentiles (95th to 99th). The three inputs are individually processed with Conv and

FC layers, and then concatenated to form the latent representation L f , from which the

predicted tail latencies L f are derived with another FC layer.

The CNN minimizes the difference between predicted and actual latency, using the

squared loss function below:

L(X, ŷ,W) =
n∑
i

(ŷi − fW(xi))2 (2.1)

where fW(·) represents the forward function of the CNN, ŷ is the ground truth, and n is

the number of training samples. Given the spiking behavior of interactive microservices
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that leads to very high latency, the squared loss in Eq. 2.1 tends to overfit for training

samples with large end-to-end latency, leading to latency overestimation in deployment.

Since the latency predictor aims to find the best resource allocation within a tail latency

QoS target, the loss should be biased towards training samples whose end-to-end la-

tencies are ≤ QoS . Therefore, we use a scaling function to scale both the predicted

and actual end-to-end latency before applying the squared loss function. The scaling

function (ϕ(·)) is:

ϕ(x) =


x x ≤ t

t + x−t
1+α(x−t) x > t

(2.2)

where the latency range is (0, t), and the hyper-parameter α can be tuned for differ-

ent decay effects. Figure 2.6 shows the scaling function with t = 100 and α =

0.005, 0.01, 0.02. It is worth mentioning that scaling end-to-end latencies only mitigates

overfitting of the predicted latency for the next decision interval, and does not improve

predictions further into the future, as described above. We implement all CNN models

using MxNet [50], and trained them with Stochastic Gradient Descent (SGD).

2.3.2 Violation Predictor

The violation predictor addresses the binary classification task of predicting whether a

given allocation will cause a QoS violation further in the future, to filter out undesirable

actions. Ensemble methods are good candidates as they are less prone to overfitting. We

use Boosted Trees [96], which realizes an accurate non-linear model by combining a

series of simple regression trees. It models the target as the sum of trees, each of which

maps features to a score. The final prediction is determined by accumulating scores

across all trees.
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Param Definition
k future timesteps in BT
T past timesteps in CNN&BT
N application tiers
M latency percentiles
F resource statistics
R allocated resources

Table 2.1: ML model parameters.
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Figure 2.6: Scale function ϕ(·) with different k.

To further reduce the computational cost and memory footprint of Boosted Trees,

we reuse the compact latent variable L f extracted from the CNN as its input. Moreover,

since the latent variable L f is significantly smaller than XRC, XRH, and XLH in dimen-

sionality, using L f as the input also makes the model more resistant to overfitting.

Boosted Trees also takes resource allocations as input. During inference, we simply

use the same resource configuration for the next k timesteps to predict whether it will

cause a QoS violation k steps in the future. As shown in Figure 2.5, each tree leaf repre-

sents either a violation or a non-violation with a continuous score. For a given example,

we sum the scores for all chosen violation (sV) and non-violation leaves (sV) from each

tree. The output of BT is the predicted probability of QoS violation (pV), which can

be calculated as pV =
esV

esV+esNV . For the violation predictor we leverage XGBoost [49], a

gradient tree boosting framework that improves scalability using sparsity-aware approx-
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Figure 2.7: Sinan’s system architecture. As user requests are being received, Sinan col-
lects resource and performance metrics through Docker and Jaeger, inputs the collected
metrics to the ML models, and uses the models’ output to accordingly allocate resources
for each tier. Allocation decisions are re-evaluated periodically online.

imate split finding.

We first train the CNN and then BT using the extracted latent variable from the

CNN. The CNN parameters (number of layers, channels per layer, weight decay etc.)

and XGBoost (max tree depth) are selected based on the validation accuracy.

2.4 System Design

We first introduce Sinan’s overall architecture, and then discuss the data collection pro-

cess, which is crucial to the effectiveness of the ML models, and Sinan’s online sched-

uler.

2.4.1 System Architecture

Sinan consists of three components: a centralized scheduler, distributed operators de-

ployed on each server/VM, and a prediction service that hosts the ML models. Fig-
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ure 2.7 shows an overview of Sinan’s architecture.

Sinan makes decisions periodically. In each 1s decision interval (consistent with the

granularity at which QoS is defined), the centralized scheduler queries the distributed

operators to obtain the CPU, memory, and network utilization of each tier in the previ-

ous interval. Resource usage is obtained from Docker’s monitoring infrastructure, and

only involves a few file reads, incurring negligible overheads. Aside from per-tier infor-

mation, the scheduler also queries the API gateway to get user load statistics from the

workload generator. The scheduler sends this data to the hybrid ML model, which is

responsible for evaluating the impact of different resource allocations. Resource usage

across replicas of the same tier are averaged before being used as inputs to the models.

Based on the model’s output, Sinan chooses an allocation vector that meets QoS using

the least necessary resources, and communicates its decision to the per-node agents for

enforcement.

Sinan focuses on compute resources, which are most impactful to microservice per-

formance. Sinan explores sub-core allocations in addition to allocating multiple cores

per microservice to avoid resource inefficiencies for non-resource demanding tiers, and

enable denser colocation.

2.4.2 Resource Allocation Space Exploration

Representative training data is key to the accuracy of any ML model. Ideally, test data

encountered during online deployment should follow the same distribution as the train-

ing dataset, so that covariate shift is avoided. Specifically for our problem, the training

dataset needs to cover a sufficient spectrum of application behaviors that are likely to

occur during online deployment. Because Sinan tries to meet QoS without sacrificing

26



resource efficiency, it must efficiently explore the boundary of the resource allocation

space, where points using the minimum amount of resources under QoS reside. We de-

sign the data collection algorithm as a multi-armed bandit process [68], where each tier

is an independent arm, with the goal of maximizing the knowledge of the relationship

between resources and end-to-end QoS.

The data collection algorithm approximates the running state of the application with

a tuple (rps, latcur, latdiff), where rps is the input requests per second, latcur is the

current tail latency, and latdiff is the tail latency difference from the previous interval,

to capture the rate of consuming or accumulating queues. Every tier is considered as

an arm that can be played independently, by adjusting its allocated resources. For each

tier, we approximate the mapping between its resources and the end-to-end QoS as a

Bernoulli distribution, with probability p of meeting the end-to-end QoS, and we define

our information gain from assigning certain amount of resources to a tier, as the expected

reduction of confidence interval of p for the corresponding Bernoulli distribution. At

each step for every tier, we select the operation that maximizes the information gain, as

shown in Eq. 2.3, where ops
T is an action selected for tier T at running state s, n are the

samples collected for the resulting resource assignment after applying op on tier T at

state s, p is the previously-estimated probability of meeting QoS, and p+ and p− are the

newly-estimated probabilities of meeting QoS, when the new sample meets or violates

QoS respectively. Each operation’s score is multiplied by a predefined coefficient Cop

to encourage meeting QoS and reducing overprovisioning.

ops
T = arg max

op
Cop · (

√
p(1 − p)

n
− p

√
p+(1 − p+)

n + 1

−(1 − p)

√
p−(1 − p−)

n + 1
)

(2.3)

By choosing operations that maximize Equation. 2.3, the data collection algorithm is
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incentivized to explore the boundary points that meet QoS with the minimum resource

amount, since exploring allocations that definitely meet or violate QoS (with p = 1

or p = 0) has at most 0 information gain. Instead, the algorithm prioritizes exploring

resource allocations whose impact on QoS is nondeterministic, like those with p =

0.5. It is also worth noting that the state encoding and information gain definition are

simplified approximations of the actual system, with the sole purpose of containing the

exploration process in the region of interest. Eventually, we rely on ML to extract the

state representation that incorporates inter-tier dependencies in the microservice graph.

To prune the action space, Sinan enforces a few rules on both data collection and

online scheduling. First, the scheduler is only allowed to select out of a predefined set

of operations. Specifically in our setting, the operations include reducing or increasing

the CPU allocation by 0.2 up to 1.0 CPU, and increasing or reducing the total CPU

allocation of a service by 10% or 30%. These ratios are selected according to the AWS

step scaling tutorial [19]; as long as the granularity of CPU allocations does not change,

other resource ratios also work without retraining the model. Second, an upper limit on

CPU utilization is enforced on each tier, to avoid overly aggressive resource downsizing

that can lead to long queues and dropped requests. Third, when end-to-end tail latency

exceeds the expected value, Sinan disables resource reclamations so that the system can

recover as soon as possible. A subtle difference from online deployment is that the data

collection algorithm explores resource allocations in the [0,QoS +α] tail latency region,

where α is a small value compared to QoS. The extra α allows the data collection process

to explore allocations that cause slight QoS violations without the pressure of reverting

to states that meet QoS immediately, such that the ML models are aware of boundary

cases, and avoid them in deployment. In our setting α is 20% of QoS empirically, to

adequately explore the allocation space, without causing the tail latency distribution

to deviate too much from values that would be seen in deployment. Collecting data
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Figure 2.8: Training dataset latency distribution and ML training vs. validation error
with respect to dataset latency range. The training dataset includes an approximately
balanced set of samples between those that preserve and those that violate QoS. If the
training dataset does not include any samples that violate QoS (500ms), both the CNN
and XGBoost experience serious overfitting, greatly mispredicting latencies and QoS
violations.

exclusively when the system operates nominally, or randomly exploring the allocation

space does not fulfill these requirements.

Figure 2.8 shows the latency distribution in the training dataset, and how the training

and validation error of the model changes with respect to the latency range observed in

the training dataset, for the Social Network application. In the second figure, the x-axis

is the latency of samples in the training dataset, the left y-axis is the root mean squared

error RMSE of the CNN, and the right y-axis represents the classification error rate of

XGBoost. Each point’s y-axis value is the model’s training and validation error when

trained only with data whose latency is smaller than the corresponding x-value. If the

training dataset does not include any samples that violate QoS (500ms), both the CNN

and XGBoost experience serious overfitting, greatly mispredicting latencies and QoS

violations.

Figure 2.9 shows data collected using data collection mechanisms that do not cu-

rate the dataset’s distribution. Specifically, we show the prediction accuracy when the

training dataset is collected when autoscaling is in place (a common resource manage-
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(b) Random data collection.

Figure 2.9: Comparison of predicted and true latency with (a) autoscaling and (b) ran-
dom data collection schemes. When using autoscaling, the model significantly underes-
timates latency due to insufficient training samples of QoS violations, and causes large
spikes in tail latency, forcing the scheduler to use all available resources to prevent fur-
ther violations. On the other hand, when the model is trained using random profiling,
it constantly overestimates latency and prohibits any resource reduction, leading to re-
source overprovisioning.

ment scheme in most clouds), and when resource allocations are explored randomly.

As expected, when using autoscaling, the model does not see enough cases that violate

QoS, and hence seriously underestimates latency and causes large spikes in tail latency,

forcing the scheduler to use all available resources to prevent further violations. On

the other hand, when the model is trained using random profiling, it constantly over-

estimates latency and prohibits any resource reduction, highlighting the importance of

jointly designing the data collection algorithms and the ML models.

Incremental and Transfer Learning: Incremental retraining can be applied to accom-

modate changes to the deployment strategy or microservice updates. In deployment,

retraining can be triggered periodically in the background or when prediction accuracy

drops below expected thresholds. In cases where the topology of the microservice graph

is not impacted, such as hardware updates and change of public cloud provider, transfer

learning techniques such as fine tune can be used to train the ML models in the back-
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ground with newly collected data. If the topology is changed, the CNN needs to be

modified to account for removed and newly-added tiers.

Additional resources: Sinan can be extended to other system resources. Several re-

sources, such as network bandwidth and memory capacity act like thresholds, below

which performance degrades dramatically, e.g., network bandwidth [48], or the applica-

tion experiences out of memory errors, and can be managed with much simpler models,

like setting fixed thresholds for memory usage, or scaling proportionally with respect to

user load for network bandwidth.

2.4.3 Online Scheduler

During deployment, the scheduler evaluates resource allocations using the ML models,

and selects appropriate allocations that meet the end-to-end QoS without overprovision-

ing.

Evaluating all potential resource allocations online would be prohibitively expen-

sive, especially for complex microservice topologies. Instead, the scheduler evaluates a

subset of allocations following the set of heuristics shown in Table 2.2. For scaling down

operations, the scheduler evaluates reducing CPU allocations of single tiers, and batches

of tiers, e.g., scaling down the k tiers with lowest cpu utilization, 1 < k ≤ N, N being

the number of tiers in the microservice graph. When scaling up is needed, the scheduler

examines the impact of scaling up single tiers, all tiers, or the set of tiers that were scaled

down in the past t decision intervals, 1 < t < T with T chosen empirically. Finally, the

scheduler also evaluates the impact of maintaining the current resource assignment.

The scheduler first excludes operations whose predicted tail latency is higher than
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Table 2.2: Resource allocation actions in Sinan.

Category Actions
Scale Down Reduce CPU limit of 1 tier

Scale Down Batch Reduce CPU limit of k least utilized tiers,
(1 < k ≤ N)

Hold Keep current resource allocation
Scale Up Increase CPU limit of 1 tier

Scale Up All Increase CPU limit of all tiers

Scale Up Victim Increase CPU limit of recent victim tiers,
that are scaled down in previous t cycles

QoS − RMS Evalid. Then it uses the predicted violation probability to filter out risky

operations, with two user-defined thresholds, pd and pu (pd < pu). These thresholds are

similar to those used in autoscaling, where the lower threshold triggers scaling down

and the higher threshold scaling up; the region between the two thresholds denotes sta-

ble operation, where the current resource assignment is kept. Specifically, when the

violation probability of holding the current assignment is smaller than pu, the operation

is considered acceptable. Similarly, if there exists a scale down operation with viola-

tion probability lower than pd, the scale down operation is also considered acceptable.

When the violation probability of the hold operation is larger than pu, only scaling up

operations with violation probabilities smaller than pu are acceptable; if no such actions

exist, all tiers are scaled up to their max amount. We set pu such that the validation

study’s false negatives are no greater than 1% to eliminate QoS violations, and pd to

a value smaller than pu that favors stable resource allocations, so that resources do not

fluctuate too frequently unless there are significant fluctuations in utilization and/or user

demand. Among all acceptable operations, the scheduler selects the one requiring the

least resources.
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The scheduler also has a safety mechanism for cases where the ML model’s pre-

dicted latency or QoS violation probability deviate significantly from the ground truth.

If a mispredicted QoS violation occurs, Sinan immediately upscales the resources of

all tiers. Additionally, given a trust threshold for the model, whenever the number of

latency prediction errors or missed QoS violations exceeds the thresholds, the sched-

uler reduces its trust in the model, and becomes more conservative when reclaiming

resources. In practice, Sinan never had to lower its trust to the ML model.

2.5 Evaluation

We first evaluate Sinan’s accuracy, and training and inference time, and compare it to

other ML approaches. Second, we deploy Sinan on our local cluster, and compare it

against autoscaling [19], a widely-deployed empirical technique to manage resources in

production clouds, and PowerChief [141], a resource manager for multi-stage applica-

tions that uses queueing analysis. Third, we show the incremental retraining overheads

of Sinan. Fourth, we evaluate Sinan’s scalability on a large-scale Google Compute

Engine (GCE) cluster. Finally, we discuss how interpretable ML can improve the man-

agement of cloud systems.

2.5.1 Methodology

Benchmarks: We use the Hotel Reservation and Social Network benchmarks described

in Section 2.2.2. QoS targets are set with respect to 99% end-to-end latency, 200ms for

Hotel Reservation, and 500ms for Social Network.

Deployment: Services are deployed with Docker Swarm, with one microservices per
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Table 2.3: RMSE, model size, and performance for three NNs — Batch size is 2048.
Initial learning rates for MLP, LSTM, and CNN are 0.0001, 0.0005, and 0.001, respec-
tively. All models are trained with a single NVidia Titan Xp.

Apps Models Train &Val.
RMSE (ms)

Model
size (KB)

Train & Inference
speed (ms/batch)

Hotel
Reservation

MLP 17.8 18.9 1433 1.9 3.7
LSTM 17.7 18.1 384 1.3 3.2
CNN 14.2 14.7 68 4.5 3.5

Social
Network

MLP 32.3 34.4 4300 6.4 5.9
LSTM 29.3 30.7 404 4.5 5.6
CNN 25.9 26.4 144 16.0 5.7

container for deployment ease. Locust [14] is used as the workload generator for all

experiments.

Local cluster: The cluster has four 80-core servers, with 256GB of RAM each. We

collected 31302 and 58499 samples for Hotel Reservation and Social Network respec-

tively, using our data collection process, and split them into training and validation sets

with a 9:1 ratio, after random shuffling. The data collection agent runs for 16 hours and

8.7 hours for Social Network and Hotel Reservation respectively, and collecting more

training samples do not further improve accuracy.

GCE cluster: We use 93 container instances on Google Compute Engine (GCE) to run

Social Network, with several replicas per microservice tier. 5900 extra training samples

are collected on GCE for the transfer learning.

2.5.2 Sinan’s Accuracy and Speed

Table 2.3 compares the short-term ML model in Sinan (CNN) against a multilayer per-

ceptron (MLP), and a long short-term memory (LSTM) network, which is traditionally
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Table 2.4: The accuracy, number of trees, and total training time of Boosted Trees using
a single NVidia Titan Xp.

Apps Train & Val.
accuracy (%)

Val. false
pos. & neg.

# of
trees

Total train
time (s)

Hotel
Reservation 94.4 94.1 3.2 3.1 229 2.3

Social
Network 95.5 94.6 3.4 2.0 239 6.5

geared towards timeseries predictions. We rearrange the system history XRH to be a 2D

tensor with shape T × (F ∗ N), and a 1D vector with shape T ∗ F ∗ N for the LSTM

and MLP models, respectively. To configure each network’s parameters, we increase

the number of fully-connected, LSTM, and convolutional layers, as well as the number

of channels in each layer for the MLP, LSTM, and Sinan (CNN), until accuracy levels

off. Sinan’s CNN achieves the lowest RMSE, with the smallest model size. Although

the CNN is slightly slower than the LSTM, its inference latency is within 1% of the

decision interval (1s), which does not delay online decisions.

Table 2.4 shows a similar validation study for the Boosted Trees model. Specifically,

we quantify the accuracy of anticipating a QoS violation over the next 5 intervals (5s),

and the number of trees needed for each application. For both applications, the vali-

dation accuracy is higher than 94%, demonstrating BT’s effectiveness in predicting the

performance evolution in the near future. Sinan always runs on a single NVidia Titan

XP GPU with average utilization below 2%.
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2.5.3 Performance and Resource Efficiency

We now evaluate Sinan’s ability to reduce resource consumption while meeting QoS

on the local cluster. We compare Sinan against autoscaling and PowerChief [141].

We experimented with two autoscaling policies: AutoScaleOpt is configured accord-

ing to [19], which increases resources by 10% and 30% when utilization is within

[60%, 70%) and [70%, 100%] respectively, and reduces resources by 10% and 30%

when utilization is within [30%, 40%) and [0%, 30%). AutoScaleCons is more con-

servative and optimizes for QoS, using thresholds tuned for the examined applications.

It increases resources by 10% and 30% when utilization is within [30%, 50%) and

[50%, 100%], and reduces resources by 10% when utilization is within [0%, 10%). Pow-

erChief is implemented as in [141], and estimates the queue length and queueing time

ahead of each tier using network traces obtained through Docker.

For each service, we run 9 experiments with an increasing number of emulated users

sending requests under a Poisson distribution with 1 RPS mean arrival rate. Figure 2.10

shows the mean and max CPU allocation, and the probability of meeting QoS across all

studied mechanisms, where CPU allocation is the aggregate number of CPUs assigned

to all tiers averaged over time, the max CPU allocation is the max of the aggregate CPU

allocation over time, and the probability of meeting QoS is the fraction of execution

time when end-to-end QoS is met.

For Hotel Reservation, only Sinan and AutoScaleCons meet QoS at all times, with

Sinan additionally reducing CPU usage by 25.9% on average, and up to 46.0%. Au-

toScaleOpt only meets QoS at low loads, when the number of users is no greater than

1900. At 2200 users, AutoScaleOpt starts to violate QoS by 0.7%, and the probability

of meeting QoS drops to 90.3% at 2800 users, and less than 80% beyond 3000 users.

Similarly, PowerChief meets QoS for fewer than 2500 users, however the probability of
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Figure 2.10: The mean and max CPU allocation, and the probability of meeting QoS for
Sinan, Autoscaling, and PowerChief.
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Figure 2.11: (Top) RPS, latency, and allocated resources per tier with Sinan for Social
Network with 250 users. (Bottom) RPC, latency, and allocated resources per tier with
diurnal load. For both scenarios, Sinan’s predicted latency closely follows the end-to-
end measured latency, avoiding QoS violations and excessive overprovisioning, while
allocated resources per tier take into account the impact of microservice dependencies
on end-to-end performance.

meeting QoS drops to 50.8% at 2800 users, and never exceeds 40% beyond 3000 users.

AutoScaleOpt uses 53% the amount of resources Sinan requires on average, at the price

of performance unpredictability, and PowerChief uses 2.57× more resources than Sinan

despite violating QoS.

For the more complicated Social Network, Sinan’s performance benefits are more

pronounced. Once again, only Sinan and AutoScaleCons meet QoS across loads, while

Sinan also reduces CPU usage on average by 59.0% and up to 68.1%. Both AutoScale-

Opt and PowerChief only meet QoS for fewer than 150 users, despite using on average

1.26× and up to 3.75× the resources Sinan needs. For higher loads, PowerChief’s QoS

meeting probability is at most 20% above 150 users, and AutoscaleOpt’s QoS meeting

probability starts at 76.3% for 200 users, and decreases to 8.7% for 350 users.

By reducing both the average and max CPU allocation, Sinan can yield more re-

sources to colocated tasks, improving the machine’s effective utilization [90, 58, 91, 48].

There are three reasons why PowerChief cannot reduce resources similarly and leads to
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QoS violations. First, as discussed in Sec. 2.2.3, the complex topology of microservices

means that the tier with the longest igress queue, which PowerChief signals as the source

of performance issues, is not necessarily the culprit but a symptom. Second, in interac-

tive applications, queueing takes place across the system stack, including the NIC, OS

kernel, network processing, and application, making precise queueing time estimations

challenging, especially when tracing uses sampling. Finally, the stricter latency targets

of microservices, compared to traditional cloud services, indicate that small fluctuations

in queueing time can result in major QoS violations due to imperfect pipelining across

tiers causing backpressure to amplify across the system.

Figure 2.11 shows the detailed results for Social Network, for 300 concurrent users

under a diurnal load. The three columns each show requests per second (RPS), predicted

latency vs. real latency and predicted QoS violation probability, and the realtime CPU

allocation. As shown, Sinan’s tail latency prediction closely follows the ground truth,

and is able to react rapidly to fluctuations in the input load.

2.5.4 Incremental Retraining

We show the incremental retraining overheads of Sinan’s ML models in three different

deployment scenarios with the Social Network applications: switching to new server

platforms (from the local cluster to a GCE cluster), changing the number of replicas

(scale out factor) for all microservices except the backend databases (to avoid data mi-

gration overheads), and modifying the application design by introducing encryption

in post messages uploaded by users (posts are encrypted with AES [54] before being

stored in the databases). Instead of retraining the ML models from scratch, we use the

previously-trained models on the local cluster, and fine-tune them using a small amount
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of newly-collected data, with the initial learning rate λ being 1 × 10−5, 1
100 of the origi-

nal λ value, in order to preserve the learnt weights in the original model and constrain

the new solution derived by the SGD algorithm to be in a nearby region of the original

one. The results are shown in Figure 2.12, in which the y-axis is the RMSE and the

x-axis is the number of newly-collected training samples (unit being 1000). The RMSE

values with zero new training samples correspond to the original model’s accuracy on

the newly collected training and validation set. In all three scenarios the training and

validation RMSE converge, showing that incremental retraining in Sinan achieves high

accuracy, without the overhead of retraining the entire model from scratch.

Figure 2.12: Training & validation RMSE of Fine-tunned CNNs with different amounts
of samples.

In terms of new server platforms and different replica numbers, the original model

already achieve a RMSE of 33.23ms and 33.1ms correspondingly, showing the gen-

eralizability of selected input features. The RMSE of original model, when directly

applied to the modified application, is higher compared to the two other cases, reaching

40.56ms. In all of the three cases, the validation RMSE is siginificantly reduced with

1000 newly collected training samples (shown by the dotted lines in each figure), which

translates to 16.7 minutes of profiling time. The case of GCE, different replica num-

ber and modified application stabilize with 5900 samples (1.6 hours of profiling), 1800

samples (0.5 hour of profiling) and 5300 samples (1.5 hours of profiling), and achieve

training vs. validation RMSE of 24.8ms vs. 25.2ms, 27.5ms vs. 28.2ms, and 28.4ms vs.
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28.3ms correspondingly.

2.5.5 Sinan’s Scalability

We now show Sinan’s scalability on GCE running Social Network. We use the fine-

tuned model described in Section 2.5.4. Apart from the CNN, XGBoost achieves train-

ing and validation accuracy of 96.1% and 95.0%. The model’s size and speed remain

unchanged, since they share the same architecture with the local cluster models.

To further test Sinan’s robustness to workload changes, we experimented with

four workloads for Social Network, by varying request types. Some requests, like

ComposePost involve the majority of microservices, and hence are more resource

intensive, while others, like ReadUserTimeline involve a much smaller number of

tiers, and are easier to allocate resources for. We vary the ratio of Compose-

Post:ReadHomeTimeline:ReadUserTimeline requests; the ratios of the W0, W1, W2 and

W3 workloads are 5:80:15, 10:80:10, 1:90:9, and 5:70:25, where W0 has the same ratio

as the training set. The ratios are representative of different social media engagement

scenarios [118]. The average CPU allocation and tail latency distribution are shown

in Figure 2.13 and Figure 2.14. Sinan always meets QoS, adjusting resources accord-

ingly. W1 requires the max compute resources (170 vCPUs for 450 users), because

of the highest number of ComposePost requests, which trigger compute-intensive ML

microservices.
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Figure 2.13: Comparison of the average CPU allocation of four request mixes for Social
Network on GCE.

Figure 2.14: 99th percentile latency distribution for four workload types of Social Net-
work on GCE, managed by Sinan.

2.5.6 Explainable ML

For users to trust ML, it is important to interpret its output with respect to the system

it manages, instead of treating ML as a black box. We are specifically interested in

understanding what makes some features in the model more important than others. The

benefits are threefold: 1) debugging the models; 2) identifying and fixing performance

issues; 3) filtering out spurious features to reduce model size and speed up inference.

Interpretability Methods

For the CNN model, we adopt the widely-used ML interpretability approach

LIME [116]. LIME interprets NNs by identifying their key input features which con-

tribute most to predictions. Given an input X, LIME perturbs X to obtain a set of artificial
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samples which are close to X in the feature space. Then, LIME classifies the perturbed

samples with the NN, and uses the labeled data to fit a linear regression model. Given

that linear regression is easy to interpret, LIME uses it to identify important features

based on the regression parameters. Since we are mainly interested in understanding

the culprit of the QoS violations, we choose samples X from the timesteps where QoS

violations occur. We perturb the features of a given tier or resource by multiplying that

feature with different constants. For example, to study the importance of MongoDB,

we multiply its utilization history with two constants 0.5 and 0.7, and generate multiple

perturbed samples. Then, we construct a dataset with all perturbed and original data

to train the linear regression model. Last, we rank the importance of each feature by

summing the value of their associated weights.

Interpreting the CNN

We used LIME to correct performance issues in Social Network [66], where tail latency

experienced periods of spikes and instability despite the low load, as shown by the red

line in Figure 2.15. Manual debugging is cumbersome, as it requires delving into each

tier, and potentially combinations of tiers to identify the root cause. Instead, we leverage

explainable ML to filter the search space. First, we identify the top-5 most important

tiers; the results are shown in the w/ Sync part of Table 2.5. We find that the most

important tier for the model’s prediction is social-graph Redis, instead of tiers with

heavy CPU utilization, like nginx.

We then examine the importance of each resource metric for Redis, and find that the

most meaningful resources are cache and resident working set size, which correspond

to data from disk cached in memory, and non-cached memory, including stacks and

heaps. Using these hints, we check the memory configuration and statistics of Redis,
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Table 2.5: Top-5 most critical tiers and resources for QoS with/without log synchroniza-
tion in Social Network — SGrf and WUsr are social graph and write user, respectively.

w/
Sync

Tiers SGrf
Redis

post
storage

WUsr
timeline

SGrf
MongoDB SGrf

Weights 5109.9 1609.8 1503.1 849.7 482.7

Resource
utilization

cache
memory RSS # of cores CPU

utilization
received
packets

Weights 15181.9 1576.1 658.5 322.7 20.0

w/o
Sync

Tiers WUsr
timeline

WUsr
rabbitmq

SGrf
MongoDB SGrf SGrf

Redis
Weights 3948.6 3601.6 1794.0 600.9 451.7
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Figure 2.15: Tail latency for the Social Network application when Redis’s logging is
enabled (red) and disabled (blue). Sinan identified Redis as the source of unpredictable
performance, and additionally determined the resources that were being saturated, point-
ing to the issue being in Redis’s logging functionality. Disabling logging significanly
improved performance, which is also reflected in that tier’s importance, as far as meet-
ing QoS is concerned, being reduced.

and identify that it is set to record logs in persistent storage every minute. For each

operation, Redis forks a new process and copies all written memory to disk; during this

it stops serving requests.

Disabling the log persistence eliminated most of the latency spikes, as shown by the
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blue line in Figure 2.15. We further analyze feature importance in the model trained

with data from the modified Social Network, and find that the importance of social-

graph Redis is significantly reduced, as shown in the w/o Sync part of Table 2.5, in

agreement with our observation that the service’s tail latency is no longer sensitive to

that tier.

2.6 Conclusion

We have presented Sinan, a scalable and QoS-aware resource manager for interactive

microservices. Sinan highlights the challenges of managing complex microservices, and

leverages a set of validated ML models to infer the impact allocations have on end-to-

end tail latency. Sinan operates online and adjusts its decisions to account for application

changes. We have evaluated Sinan both on local clusters and public clouds GCE) across

different microservices, and showed that it meets QoS without sacrificing resource ef-

ficiency. Sinan highlights the importance of automated, data-driven approaches that

manage the cloud’s complexity in a practical way.
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CHAPTER 3

URSA: LIGHTWEIGHT RESOURCE MANAGEMENT FOR CLOUD-NATIVE

MICROSERVICES

3.1 Introduction

Cloud applications, such as Twitter and Netflix, are increasingly built as graphs of

microservices [131, 6, 66], and deployed with cloud-native frameworks like Kuber-

netes [13, 4, 9, 1]. Despite the benefits of modularity and elasticity, resource man-

agement for microservices that must meet SLA constraints, e.g., end-to-end latency, is

challenging, due to the diverse resource requirement of individual microservices and

their inter-service dependencies [65, 66]. Resource management for microservices has

been studied recently, and machine learning (ML) models, especially deep neural net-

works (DNN), have become a popular choice to address the complexity of microservice

topologies. Previous studies have either used ML to predict important performance

metrics, such as latency and load [142, 65, 51, 138, 93], or to directly adjust resource al-

location [113], and demonstrate that ML-driven approaches outperform traditional tech-

niques, such as autoscaling [19], in performance and resource efficiency.

However, ML-driven approaches still face key challenges limiting their adoption.

First, ML-driven approaches typically require a lengthy exploration process to collect

tens of thousands of data points to train the models. Worse, a large number of SLA vio-

lations need to be triggered during the exploration process [113, 142] to produce a bal-

anced dataset, making it impractical to perform the exploration process online with real

user requests, and thus hard to track changes in user behavior or to cope with frequent

updates to the microservice logic. Second, these ML models are on the critical path

for every resource management decision, limiting the speed and scalability of resource
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management. Third, previous studies are evaluated using conventional benchmarks that

use remote procedure call (RPC) as the only method of inter-service communication and

include only lightweight text processing in the business logic [66, 126, 144], whereas

a modern cloud-native application use both RPC and message queues (MQ) [92], such

as Kafka [3] and Redis streams [18], and handle different user request classes perform-

ing different tasks, such as image processing and ML workloads [122, 94, 117], and

support different request priorities. Different request classes or priorities exhibit dif-

ferent latencies and therefore have different SLAs, making resource management more

challenging.

To address the challenges above, we introduce Ursa, a lightweight resource man-

agement framework for cloud-native microservices. As a first step, we conduct a case

study to understand how latency anomalies propagate through different communication

methods, due to improper resource allocation. The results show that backpressure is

only significant in RPCs and is most pronounced in the parent service of the culprit

(bottleneck microservice). We propose a method to determine the resource utilization

threshold for microservices that prevents backpressure in a microservice system. By

eliminating backpressure, the number of dependencies required to model microservice

latency with N microservices is reduced from the worst case O(N2) where a service’s

latency may depend on resources of of its downstream in addition to its own, to O(N)

where each service’s latency becomes only a function of its own resources. Then, in

a backpressure-free system, we develop a performance model based on mixed inte-

ger programming (MIP). The model decomposes end-to-end latency SLA constraints

into per-service latency constraints, and maps them to resource allocation thresholds

for individual services. In addition, the model supports specifying different SLAs for

different request classes and priorities. To speed up exploration while reducing SLA

violations, Ursa explores as many independent services across different request paths,
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Figure 3.1: Inter-service communication methods.

and swiftly stops exploration when violations occur or the resource utilization reaches

the backpressure-free thresholds.

To better reflect modern microservices, we re-implement the DeathstarBench [66]

using Dapr [5], a popular microservice framework developed and used by major cloud

providers. The re-implemented benchmarks use both RPCs and MQs, and implement

different request classes and priorities, executing more diverse business logic than be-

fore. We compare Ursa to two representative ML-driven systems, Sinan [142] and Firm

[113] as well as traditional autoscaling. Ursa reduces the required sample size by more

than 16×, and the SLA violations during exploration by more than 96×, making on-

line exploration using real user data possible. During online deployment, Ursa’s control

plane is 43× faster than prior work, and Ursa reduces the SLA violation rate by 9.0% to

49.9%, and the CPU allocation by up to 86.2% compared to ML-driven approaches.
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Figure 3.2: Backpressure effect in a service chain.

3.2 Backpressure Effect

Backpressure is one of the major challenges for microservice resource management, and

it refers to the phenomenon that the resource allocation of one service can affect the la-

tency of upstream services, in addition to its own. In the presence of backpressure, even

modeling the latency distribution of a single service is complicated, as it can be affected

by the resources of downstream services. In the presence of backpressure, modeling mi-

croservice latency requires modeling O(N2) dependencies with N services in the worst

case, as each service’s latency can be affected by the resources of its downstream ser-

vices. Many microservice resource management frameworks use a centralized perfor-

mance model that requires global information about all microservices to account for the

inter-service dependencies, at the cost of scalability [142, 65, 51]. To achieve scalable

resource management for microservices, we first conduct a case study to understand how

backpressure propagates through different communication methods, including RPC and

MQ.

We study three types of chains connected by nested RPC, event-driven RPC, and

message queues, respectively. Nested RPC, as shown in Figure 3.1(a), is a synchronous

system where, upon receiving the client request (R0), the upstream service forwards the

request to the downstream service (S 0) via RPC, blocks until the response is received
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Figure 3.3: Backpressure profiling engine architecture.

(R1), and then returns the result to the client. Event-driven RPC [140], as shown in

Fig. 3.1(b), is more asynchronous in that upon receipt of a client request, the upstream

service dispatches the request to another thread and returns immediately (S 0), while the

dispatched thread contacts the downstream service via RPC and waits for the response

(R1). Message queue, on the other hand, is completely asynchronous. Unlike RPC, MQ

mostly uses a publish-subscribe paradigm, where publishers publish messages to topics

hosted by the MQ and subscribers consume messages by subscribing to the topics. As

shown in Figure 3.1(c), the upstream service sends the client request to the MQ, and the

downstream service gets new requests by polling the MQ.

Characterizing backpressure. We implement the RPC service chains with gRPC [10]

and the MQ with Redis streams [18]. Each chain is configured to include 5 tiers, with

each tier implementing a CPU-intensive loop as the request handler. We record the

per-tier response time (S 0 − R0), which is closely related to the resource allocation of

the tier itself. We stress test each service chain for 10 minutes, injecting performance

anomalies into the leaf tier (tier 5) by throttling its CPU limit between minutes 3 and 6.

The resulting backpressure behaviors are shown in Figure 3.2, where each column on the

x-axis represents a one minute interval, each row on the y-axis corresponds to a tier (tier

1 is client-facing), and the color of each cell highlights the per-tier 99th response time

during that minute. For both nested and event-driven RPC, significant backpressure is

observed, especially for tier 4, the parent of the throttled leaf tier, and the backpressure

rapidly diminishes up the call chain and becomes negligible above tier 3. In contrast,

MQ shows no backpressure behavior, even on tier 4.
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Figure 3.4: Profiling CPU threshold for no backpressure.

Determining conditions for negligible backpressure. Backpressure complicates re-

source management because the latency of a service also depends on resources of down-

stream services, in addition to its own. To simplify resource management, a natural ap-

proach is to determine safe CPU utilization thresholds to avoid backpressure in the sys-

tem, as the performance of microservices is most sensitive to CPU utilization [92, 66].

To this end, we use a profiling engine with the 3-tier architecture shown in Figure 3.3,

where the proxy acts as the parent service and simply forwards the request to the tested

service via RPC. The engine gradually increases the CPU limit of the tested service,

and monitors the latency of the proxy and the CPU utilization of the tested service, until

the latency of the proxy converges. The convergence of proxy latency is determined by

comparing the latency recorded under the last two CPU limits with Welch’s t-test [139],

a classical hypothesis testing method for identifying whether the means of the two sets

of samples are equal. The CPU utilization just before the convergence of the proxy

latency is then recorded as the threshold for not triggering back-pressure.

Figure 3.4 shows the profiling process for two microservices in a social network

application similar to [66]: the post service and the timeline-read service. The x-axis
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corresponds to the CPU limit of the tested service. The left and right y-axis corresponds

to latency and CPU utilization, respectively. The blue and green lines show the average

99th percentile latency of the proxy and tested service under different CPU limits, and

the error bars represent the standard deviation. The red line indicates the CPU utilization

of the tested service. The orange line highlights the point that proxy latency converges,

and the corresponding CPU utilization is recorded as the threshold, which are 46.2%

for post service and 60.0% for timeline-read service. When significant backpressure is

observed, the 99th percentile latencies of the proxy and the tested service have already

increased by more than 5× and 10×.

Main insights. The study brings out the following insights.

1. Backpressure complicates resource management because the latency of a service

depends on resources of downstream services, in addition to its own. Backpres-

sure is common in RPC but negligible in MQ.

2. Backpressure diminishes along the invocation chain. Of all the upstream services

of the culprit, the parent service shows the most significant increase in latency.

3. The backpressure-free resource utilization threshold of a service can be profiled

by monitoring the latency of an upstream proxy. By operating within the thresh-

olds, backpressure can be avoided in the microservice system.

4. By eliminating backpressure, the number of dependencies required to model ser-

vice latency becomes O(N) with N services, because a service’s latency is a func-

tion of its own resources. Otherwise the number is O(N2) in the worst case, as a

service’s latency may depend on resources of all its downstream services.
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3.3 Performance model

The latency distribution of a microservice becomes mainly a function of its own re-

sources when the system has negligible backpressure. We then build a performance

model for mapping SLAs to resources using two main steps: First, decomposing each

end-to-end latency constraint to a set of per-service latency constraints. Second, map-

ping each per-service constraint to resources for that individual service. In this section

we develop the performance model based on mixed-integer programming.

Decomposing end-to-end latency. Without loss of generality, we consider the end-to-

end latency of a chain that handles a single type of request, which is the basic structure

of microservice DAGs and to which other topologies can be transformed. For examples,

a tree consists of multiple chains from the root service to leaf services, and similarly,

fan-in and fan-out can be considered as multiple chains from the source service to the

sink service.

Theorem 1: Consider a chain of services S 1 to S n, and their response time distri-

butions t1 to tn, where ti(xi) is the xth
i percentile latency of service S i, xi ∈ [0, 100].

Similarly, we define te to be the end-to-end latency distribution, and te(xe) to be the xth
e

percentile end-to-end latency, xe ∈ [0, 100]. Then,

te(xe) ≤
n∑

i=1

ti(xi), if 100 − xe ≥

n∑
i=1

100 − xi (3.1)

The theorem holds true regardless of the joint distribution of service latencies (i.e.,

if services are independent or correlated), and it suggests that the sum of per-service

latencies provides an upper bound for the end-to-end latency at an arbitrary percentile,

as long the sum of residuals of per-service percentile is no greater than the residual of

the end-to-end percentile. The proof can be found in the supplementary material.

53



Theorem 1 proposes a method to verify the end-to-end latency SLA by examining

latency of individual services. For example, in a chain consisting of two services S 1

and S 2, with the SLA defined at the 99th percentile latency, Theorem 1 suggests that the

actual 99th percentile is less than the sum of xth
1 percentile latency of S 1 and xth

2 percentile

latency of S 2, as long as 100 − x1 + 100 − x2 ≤ 1, and in other words, (x1, x2) can be

(99.1, 99.9), (99.5, 99.5), (99.7, 99.3), etc. Since all such combinations of xi are upper

bounds of the actual end-to-end latency, the end-to-end SLA must be satisfied as long

as the corresponding sum of the per service latency for one combination is less than the

SLA target. More generally, given the end-to-end latency SLA of xth
e percentile latency

less than T in a chain of length n, the end-to-end SLA is satisfied if

∃[x1...xn] s.t.
n∑

i=1

ti(xi) ≤ T & 100 − xe ≥

n∑
i=1

100 − xi (3.2)

Mapping per-service latency to resource. For the end of optimizing resource alloca-

tion, the per-service latency distributions ti need to be associated with resource alloca-

tions, so that a model that maps SLA to resources can be derived. In addition, the model

should be able to handle multiple classes or priorities of requests instead of one single

class as in Theorem 1.

In cloud-native frameworks such as Kubernetes [13, 4, 9], dynamic resource tuning

is typically achieved by the changing the number of replicas, each with a predefined re-

source configuration (CPU and memory). Therefore, we use load per replica (LPR) as

the metric to relate resources to latency, where load is measured in requests per second

(RPS). Considering a service S i that handles c classes or priorities of requests (v1 to vc),

the load per replica yi can be represented as a vector [a1
i ...a

c
i ] in which ac

i is the load for

request class vc. If the load per replica vector yi is used as the resource allocation thresh-

old and the total load to S i is [A1
i ...A

c
i ], the resource consumed by S i can be conceptually

calculated with Equation 3.3, in which ui is the resource consumption per replica.
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ri(yi) = max
1≤ j≤c
⌈
A j

i

a j
i

⌉ · ui (3.3)

On the other hand, since the latency distribution of request v j in S i is a function

of LPR yi, the xth
i percentile latency of v j can be denoted as t j

i (yi, xi). Then the ti(xi)

items in Equation 3.2 can be replaced by t j
i (yi, xi), transforming the latency constraint

to a resource allocation constraint. Albeit t j
i (yi, xi) can be fitted with profiling data, the

resource-latency function can be an arbitrary non-increasing function that is not neces-

sarily convex, which makes it hard to be used in convex optimization models. Instead,

we can discretize the variables and use the function in MIP, which can be efficiently

solved by modern optimization solvers using heuristics such as branch-and-bound algo-

rithm [87]. Specifically, we discretize the percentile variable xi and LPR yi, and repre-

sent the latency distributions under different LPRs as a matrix D j
i , where each element

of D j
i is the latency that corresponds to a certain pair of LPR and percentile. For exam-

ple, assuming that S i is profiled under m different LPRs Yi = [y1
i ...y

m
i ] and the latency

distribution is discretized into h different predefined percentiles P = [p1...ph], D j
i will be

a m×h matrix where D j
i [α, β] is the latency at percentile pβ under LPR yαi . As a result of

the discretization, the LPR variable yi can be represented by a one-hot vector δi of length

m, indicating which LPR is chosen as the resource allocation threshold. Similarly, the

percentile variable can be presented by one-hot vector γ j
i of length h, indicating which

percentile contributes to sum of per-service latency for request class or priority v j. With

the two one-hot decision variables, the latency of request class or priority v j in service

S i can be expressed as δT
i D j

iγ
j
i , and the resource consumption can be expressed as δT

i Ri,

in which Ri is a 1-D vector corresponding to resource consumption under the profiled

LPRs, computed with Equation 3.3.

Resource optimization model. Given that we can provide an upper bound on the
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end-to-end latency using the sum of per-service latency and map per-service latency to

resource allocation thresholds, we can eventually design an optimization model that re-

lates end-to-end SLAs to resources, and calculates the most efficient resource allocation

threshold. Specifically, the inputs to the model include the load of the application, SLAs

for different request classes and priorities, and per-service latency distributions under

different LPR thresholds. The output of the model is the most efficient per-service LPR

threshold that satisfies SLAs, of all given LPR thresholds. With the described nota-

tions summarized in Table 3.1, we derive the following solvable mixed-integer program

model that yields optimal resource configuration given a set of end-to-end constraints:

for each request class or priority v j, the xth
j percentile latency should be less than T j.

Description

δi Resource (LPR) one-hot vector
γ

j
i Latency percentile one-hot vector

Ri Resource consumption under different LPRs
P Discretized percentile values
D j

i Latency distribution matrix
T j End-to-end SLA target value
x j End-to-end SLA target percentile
1 1-D vector whose elements are all 1

Table 3.1: Notations in the MIP.

minimize
∑n

i=1 δ
T
i Ri,

subject to
∑

i δ
T
i D j

iγ
j
i ≤ T j,∀ j (1)∑

i 100 − PTγ
j
i ≤ 100 − x j,∀ j (2)

1
Tδi = 1,∀i (3)

1
Tγ

j
i = 1,∀i, j (4)

variables δi (0 ≤ δi ≤ 1 & δi ∈ Z)

γ
j
i (0 ≤ γ j

i ≤ 1 & γ j
i ∈ Z)

(MIP 1)

The objective of MIP 1 is to minimize the total resource consumption. Constraint

1 specifies that for each request class or priority, the sum of per-service latency must
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be smaller than the SLA target, and constraint 2 specifies that the sum of per-service

latency in the constraint 1 is an upper bound of the actual end-to-end latency. The rest

of the constraints enforce the decision variables to be one-hot vectors. For each service,

the LPR one-hot vector δi produced by MIP 1 corresponds to the most efficient resource

allocation threshold among all profiled LPRs, which allows resource allocation of each

service to be decided independently, by simply checking the load of the service.

Mitigating latency overestimation. The quality of the solution of MIP 1 is related

to the tightness of the upper bound given by Theorem 1, as a loose upper bound well

above the actual latency can lead to overprovisioning of resources. An intuitive way to

tighten the upper bound is to record the ratio of the upper bound to the actual value and

use that ratio to refine the SLA constraint in MIP 1. For example, if the overestimation

ratio of request class or priority v j is α j and its expectation is E(α j), constraint 1 in

MIP 1 can be refined to
∑

i δ
T
i D j

iγ
j
i ≤ E(α j)T j. With a fixed resource allocations denoted

by δ∗i , for service S i,∀i, the upper bound on the latency of request class or priority v j

can be solved using MIP 2. The objective value is the tightest upper bound, because

any percentile combination satisfying constraint 1 in MIP 2 establishes a upper bound

on latency, and the objective is the smallest among all these upper bounds. Thus, the

overestimation ratio α j is the ratio of the objective and the actual latency, and E(α j) is

the average of α j with different resource allocations.

minimize
∑

i δ
∗T
i D j

iγ
j
i ,

subject to
∑

i 100 − PTγ
j
i ≤ 100 − x j,∀ j (1)

1
Tγ

j
i = 1,∀i, j (2)

variables γ
j
i (0 ≤ γ j

i ≤ 1 & γ j
i ∈ Z)

(MIP 2)

Discussion. In this work we use the performance model to find the most efficient re-

source allocation given latency SLA constraints, but the model can be extended to other
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cases with minor modifications. For example, the model can handle end-to-end latency

minimization under resource constraints, by replacing the objective of MIP 1 with the

sum of per-service latencies, and using the total available resource as a constraint. In

addition, the model can handle SLAs defined in terms of request failure rates. The fail-

ure rate of an end-to-end request is no greater than the sum of request failure rates of

the services it goes through, and the service’s request failure rate is related to its re-

sources, since insufficient resources will cause requests to time out and fail. The sum of

per-service failure rate can be then used as a constraint to strengthen MIP 1. The model

can also support dynamic request paths by adding recorded paths to the model during

deployment. In the case of a service being accessed multiple times in a dynamic path,

the model can be simplified by considering the total time spent in each service. We plan

to investigate these potential use cases in future work.

3.4 Proof of Theorem 1

We first introduce a lemma and use it to prove the theorem.

Lemma 1. Given random variables X, Y and Z, where X = Y + Z.

P{X ≥ y + z} ≤ P{Y ≥ y} + P{Z ≥ z}

Proof:

{X ≥ y + z} ∧ {Y < y} ∧ {Z < z} = ∅

{X ≥ y + z} ⊂ ¬{{Y < y} ∧ {Z < z}} = {Y ≥ y} ∨ {Z ≥ z}

P{X ≥ y + z} ≤ P{Y ≥ y} + P{Z ≥ z}
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In the last step we leverage union bound. With Lemma 1, we prove Theorem 1, and for

ease of explanation, we rephrase it as follows .

Theorem 1. Consider a chain of services S 1, ..., S k, and their latency t1, ..., tk, where

ti(x) is the latency of the (100x)th percentile, i.e., P(ti ≤ ti(x)) = x, and te is the end-

to-end latency, with te =
∑k

i=1 ti for each request. Assuming that end-to-end latency

constraint is defined at xe (xe ∈ [0, 1]), and decomposed per-service latency constraints

are defined at xi (xi ∈ [0, 1]). Then,

te(x) ≤
k∑

i=1

ti(xi), if 1 − xe ≥

k∑
i=1

1 − xi

Proof: By iteratively applying Lemma 1 to the first service and the rest of the

services combined, we obtain

P{te ≥

k∑
i=1

ti(xi)} ≤
k∑

i=1

P{ti ≥ ti(xi)} =
k∑

i=1

1 − xi ≤ 1 − xe

xe ≤ 1 − P{te ≥

k∑
i=1

ti(xi)}

te(xe) ≤ te(1 − P{te ≥

k∑
i=1

ti(xi)}) =
k∑

i=1

ti(xi)

In the last step we leverage the fact that te(xe) is non-decreasing.

3.5 Allocation Space Exploration

The task of allocation space exploration is to collect input data for the MIP model, in-

cluding the potential resource allocation thresholds and the corresponding latency distri-

bution for each service. Exploration should cover the most efficient resource allocation

thresholds while triggering the minimum possible SLA violations. In a service chain,

59



these requirements can be satisfied by exploring one service at each time. All other ser-

vices are provisioned with sufficient resources, so that the latency slack between SLA

target and normal latency is assigned only to the profiled service to determine its min-

imum feasible resource allocation. The LPR threshold profiling algorithm is shown in

Algorithm 1, in which we gradually reduce the replicas of the profiled service to increase

the load on each replica and record the corresponding latency distributions. Profiling is

terminated when the frequency of SLA violations exceeds a user-defined threshold. Ad-

ditionally, profiling is also terminated when the CPU utilization of the service exceeds

the service’s backpressure-free threshold to preserve the independence assumptions of

the performance model. Then we restore sufficient resources for the profiled service,

and continue to profile the next service.

Algorithm 1: LPR threshold profiling algorithm.
Input: Initial replica R, SLA violation threshold Fsla, backpressure-free
threshold CPUbp, profiling time T ;

Output: Mapping from LPR to latency distributions;
Variable: Replica r, replica tuning step step, Load L, SLA violation frequency

fsla, CPU utilization cpu, latency distribution dlat;
Initialize r ← R, map← {};
while r > 0 do

wait(T );
if cpu ≥ CPUbp —— fsla ≥ Fsla then

r = R and terminate;
else

map[ L
r ] = dlat, r = r − step;

end
end
return map

In a DAG topology with multiple end-to-end request paths, the most straightforward

way for exploration is to profile one service at a time, but such exploration can take a

long time. Instead, we can speed up the exploration by profiling services in different

paths in parallel. Given a DAG topology and specifications of end-to-end request paths,

we use the graph coloring algorithm in Algorithm 2 to identify groups of services that
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can be profiled in parallel. The algorithm produces a mapping from the round ID to the

group of services that can be profiled simultaneously in that round. The algorithm ap-

plies depth-first search (DFS) to the DAG to ensure that an upstream service is assigned

an ID greater than that of its downstream services to be profiled later. In addition, the

algorithm ensures that only one service is profiled at a time in each request path, by

keeping track of the maximum ID in each path and assigning each service an ID greater

than any path through the service. The exploration is then performed in rounds, where

in each round all services of that round are profiled in parallel. Only after all services in

the previous round have been profiled does the exploration move to the next round.

Algorithm 2: Graph coloring algorithm.
Input: entry entry service;
Output: Map from ID to the group of services;
Variable: Service s, path p, map from path to ID C, all paths through the
service s Ps;

Function DFS(s):
if s.id == 0 then

for c ∈ s.childs do
s.id = max(s.id, DFS(c));

end
s.id = max(C[p] ∀p ∈ Ps, s.id) + 1;
map[s.id].insert(s);
for p ∈ Ps do

C[p] = max(C[p], s.id)
end

return s.id;
Initialize s.id ← 0,∀s, C[p]← 0,∀p, map← {};
DFS(entry);
return map

There are also situations where only a fraction of the services need to be explored,

for example when only a few services have undergone business logic updates or load

changes. In this case, we use the same order generated by Algorithm 2 and skip the

unaffected services during exploration.
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3.6 Design and Implementation

We now present the design and implementation of Ursa, a resource management frame-

work based on the proposed performance model and allocation space exploration mech-

anism. Ursa is built on top of Kubernetes [13], a popular container orchestration frame-

work adopted by major cloud providers [2, 4, 9, 1], and leverages Kubernetes’s APIs

to dynamically allocate resources by tuning the number of replicas. Ursa requires the

user to provide the topology and the end-to-end SLAs of the microservice application,

including request paths, percentiles, and target latencies.

Ursa aims to make resource management decisions fast and scalable. Instead of

using ML models to make every resource management decision, Ursa simplifies re-

source management decisions to threshold-based scaling by implementing the perfor-

mance model from Section 3.3. In addition, Ursa reduces exploration overhead through

the exploration process in Section 3.5. Ursa is implemented in Python with around 10K

lines of code. The components of Ursa are shown in Figure 3.5, and the functionality of

each component is described below.

1. The tracing framework is implemented with Prometheus [16], a time-series

database for metrics monitoring. It collects the CPU and memory usage data, as well as

the request counts and latency distributions of each service.

2. The exploration controller implements the allocation space exploration mech-

anism. It first determines the backpressure free CPU utilization thresholds for RPC-

connected services (Section 3.2). Then, it explores feasible resource allocation thresh-

olds (Section 3.5), by generating the order of service profiling using Algorithm 2, and

profiling each service using Algorithm 1.
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Figure 3.5: System Architecture of Ursa.

3. The optimization engine then determines the resource allocation threshold for

each service using the performance model in Section 3.3, using exploration data and

user load information collected by the tracing framework. The optimization engine is

implemented with Gurobi [11]. During deployment, the optimization model is only

occasionally computed when the business logic of services is updated or the mix of

requests changes significantly, otherwise the results can be reused.

4. Using the load per replica threshold calculated by the optimization engine, the

resource controller dynamically adjusts the number of replicas as the load changes,

ensuring that for any class or priority of request, the average load on each replica does
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not exceed the threshold. Specifically, the resource controller determines whether the

average load in one replica exceeds the threshold using Welch’s t-test [139] to accom-

modate the noise of load fluctuation. Since the calculation only requires the total load

per service as input, resource control can easily scale to complex topologies consisting

of many services, by having each service managed by a separate resource controller.

5. During deployment, the anomaly detector periodically checks for anomalies

in load and latency, and triggers recalculation of resource allocation thresholds or re-

exploration, if necessary. Load anomalies refer to drastic changes in the ratio of differ-

ent classes or priorities of requests that may lead to resource over-provisioning, in which

case resource allocation thresholds are recalculated to improve resource efficiency. The

anomaly detector identifies changes in request ratios by monitoring the request ratio

deviation of each service, which measures the difference between load of the service

and the load per replica threshold for scheduling. The metric is denoted by maxi
li
ti

∑
i ti∑
i li

,

where li and ti are the total load and per-replica load threshold for the ith request class or

priority. When the request ratio deviation exceeds a user-defined threshold, the anomaly

detector asks the optimization engine to recalculate the thresholds and update the re-

source controllers. If the re-calculated thresholds still fail to mitigate the request ratio

deviation, indicating that the load pattern is not covered by previous exploration, the

anomaly detector asks the exploration controller to re-explore the affected service.

On the other hand, latency anomalies refer to SLA violations, which indicate that

the latency distribution recorded during exploration needs to be updated. Similar to load

anomalies, users can specify an end-to-end SLA violation threshold that triggers the

re-exploration process if the SLA violation exceeds the threshold during deployment.
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3.7 Benchmarks

Conventional microservice benchmarks [66, 126, 144] have several limitations. First,

conventional benchmarks use RPCs as the only method for inter-service communication,

whereas MQs are increasingly becoming more common in practice [92]. Second, the

business logic of conventional benchmarks involves only lightweight text processing,

whereas a modern microservice handles different user request classes performing tasks,

such as image processing and ML workloads [122, 94, 117], and even different request

priorities, making resource management more challenging. To address these limitations,

we implement three benchmark applications using Dapr [5], a popular microservice

framework developed and used by major cloud providers, as described below. For all the

applications, we implement the business logic in Golang and Python, and use gRPC [10]

for RPCs, Redis streams [18] for message queues and Redis [17] for data stores.

Social network. The social network application is a re-implementation of the Death-

StarBench [66] application. In addition to original features including uploading text

posts and reading timelines, the re-implemented version includes several new features,

including uploading images, sentiment analysis of texts, and object detection of images.

Sentiment analysis and object detection are implemented with machine learning models

from Hugging Face [12], and are connected to other services via MQs.

Media service. The media service is also a re-implementation of the DeathStarBench

application. In addition to the original features including reviewing and rating videos,

the re-implemented version additionally allows users to upload and download actual

videos, and includes video-processing tasks, such as transcoding to different resolutions

and generating thumbnails via FFmpeg [8]. The video transcoding and thumbnail ser-

vices are connected to other services via MQs.
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Video processing pipeline. Video processing pipeline consists of three stages: The first

stage extracts video metadata, the second stage takes snapshots from the video at fixed

intervals, and the third stage performs face recognition on the video snapshots. The first

two stages use FFmpeg, the third stage uses OpenCV [15], and stages are connected

with MQs. The application handles two request priorities. High-priority requests are

always processed immediately when worker threads are available, while low-priority

requests are processed only when there is no high-priority request waiting in the queue.

Previous work typically handles a single SLA and only manages synchronous re-

quests. For example, Sinan [142] handles a single SLA of 500ms for the 99th percentile

latency of upload-post, read-timeline, and update-timeline in social network. However,

different request classes have diverse latencies. For example, in social network, it takes

tens of milliseconds to upload a post, hundreds of milliseconds to update timelines, and

a few seconds to perform object detection. To reflect these latency ranges, we assign an

SLA per each request class and priority. We stress test the applications with high user

loads and use the latency before saturation as the SLA. The SLAs of social network, me-

dia service, and video processing pipeline are listed in Table 3.2, 3.3, 3.4, respectively.

The SLAs are mostly defined as the 99th percentile, except for the low-priority requests

in the video processing pipeline, which is defined as the 50th percentile latency.

Request type 99th latency (ms)

upload-post/comment 75
read-timeline 250
update-timeline 500
upload-image 200
download-image 75
sentiment-analysis 500
object-detect 10000

Table 3.2: SLAs of the social network.
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Request type 99th latency (ms)

upload-video 2000
download-video 1500
get-info 250
rate-video 400
transcode-video 40000
generate-thumbnail 2000

Table 3.3: SLAs of the media service.

Request type Percentile Latency (ms)

high-priority 99th 20000
low-priority 50th 4000

Table 3.4: SLAs of the video processing pipeline.

3.8 Evaluation

We aim to answer the following questions:

1. What is the overhead of Ursa’s online exploration process? (Section 3.8.3)

2. How accurate is Ursa’s performance model in capturing end-to-end latency (Sec-

tion 3.8.4)?

3. How effective is Ursa in reducing resource usage and maintaining SLAs? (Sec-

tion 3.8.5)

4. What is the latency required for Ursa to make resource allocation decisions? (Sec-

tion 3.8.6)

5. Is Ursa able to adapt to business logic changes of microservices? (Section 3.8.7)
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3.8.1 Experimental Setup

We use the benchmarks in Section 3.7 and use Locust [14] to generate input load fol-

lowing a Poisson arrival process. The applications are deployed on a local Kubernetes

cluster consisting of 8 machines with 40-88 CPUs and 126-188 GB of memory each,

with a NIC bandwidth of 10 Gbps. To reduce interference between containers colo-

cated on the same server, we set the CPU management policy of Kubernetes to the static

policy [85], which allows each container to access exclusive CPUs, as long as it is con-

figured with an integer number of CPUs. The CPU configuration of each microservice’s

container is determined by monitoring the CPU usage of the container at low RPS and

rounding it to the nearest integer, and similarly, the memory configuration is set to the

maximum profiled memory usage to avoid OOM errors. During online deployment, we

adjust the resource allocation for each microservice by changing the number of replicas.

3.8.2 Competing Approaches

We compare Ursa to the following systems.

Sinan. Sinan [142] is a model-based ML-driven resource management framework for

microservices. It uses a CNN and boosted trees model, to predict the end-to-end latency

of a microservice topology given a certain resource allocation for all services, and we

modify the models to adapt to the topologies of our applications. Sinan is implemented

as a centralized scheduler that periodically queries the model with different resource

allocations, and chooses the one using the least amount of resources, while meeting the

SLA. The training data of the models are collected with a process designed to explore

unseen resource allocations and keep the ratio of violating to meeting SLAs at 1 : 1, so

that the trained models are not biased towards either predicting SLA violation or SLA
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satisfaction.

Firm. Firm [113] is a model-free, ML-driven framework for microservice resource

management. Unlike Sinan that trains models to predict latency, Firm assigns a rein-

forcement learning agent to each service that directly adjusts the resource allocation for

the service, given its resource usage and end-to-end SLA status. The reward for each

agent is designed to be the weighted sum of the reduced resource usage and the SLA

violation status after applying the resource allocation decision. The agents are trained

by injecting performance anomalies during online deployment.

Autoscaling. Autoscaling [19] is a widely adopted resource management method.

The autoscaling controller relies on manually configured resource utilization thresh-

olds based on expert knowledge to dynamically adjust resource allocation. In our ex-

periments, we configure the autoscaling controller according to [19], which increases

resources when CPU utilization exceeds 60%, and reduces resources when the CPU

utilization is below 30%.

3.8.3 Online Exploration Overhead

We now compare the online exploration overheads of Ursa, Sinan and Firm. During

exploration, the user load for each application is the same across the three approaches.

Specifically, for the social network application, the RPS averages 1000 and the ratios

of post, comment, download-image and read-timeline are approximately 1:75:15:25,

adopted from [142, 86, 69]. For the media service application, the RPS averages 300 and

the ratios of upload-video, get-info, download-video, and rate-video are approximately

1:100:25:25. For the video processing pipeline, we experiment with four different ratios

of high and low priority requests, including 5:95, 25:75, 50:50, and 75:25, with an
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average RPS of 10. Across all approaches, the sampling frequency is set to once per

minute and the number of SLA violations is the number of samples with at least one

request class or request priority violating the SLA.

We run Ursa’s online exploration process (as described in Section 3.5). The average

number of services that can be profiled in parallel (essentially the speedup compared to

profiling one service at a time), as determined by the graph coloring algorithm (Algo-

rithm 2), is 2.3, 2.3, and 1.0 for social network, media service, and video processing

pipeline, respectively. The initial replica of each service to be profiled is determined by

an autoscaling controller that keeps CPU utilization below 10% to reduce SLA viola-

tions. Each service is profiled using Algorithm 1, and in each iteration we reduce the

number of replicas by 1 and collect 15 samples, until the frequency of SLA violations

exceeds 10%, or the CPU utilization exceeds the backpressure-free threshold. For Sinan

and Firm, we run their data collection algorithm and online training process separately

and collect 10k samples for each application, matching the order of magnitude in Sinan

for DeathStarBench [142].

Table 3.5 summarizes the number of samples collected and the SLA violations dur-

ing online exploration. Compared to the ML-driven approaches, Ursa reduces the re-

quired sample size and exploration time by a factor of 16.7 up to 35.1, and the number

of SLA violations by a factor of 96.8 up to 431.8. Ursa’s SLA violation rates during

exploration range from 4.2% to 9.0%, while the ML-driven approaches result in SLA

violation rates of 38.4% to 61.6%.

The online exploration overheads of ML-driven approaches result from the nature of

deep neural networks, which require a large amount of data to generalize, due to their

large parameter space. The collected training data also needs to include a large number

of SLA violations, which is crucial for ML models to learn which resource allocations
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violate SLA. Otherwise, a classifier predicting whether an SLA is violated can naively

predict that the SLA is met in a training dataset dominated by SLA satisfaction and

achieve high training accuracy, while failing to identify SLA violations during actual

deployment. Sinan [142] also demonstrates that an imbalanced dataset, i.e., dominated

by meeting SLAs or violating SLAs, will lead to a model that constantly underestimates

or overestimates latency, and thus fails to manage resources correctly. In contrast, Ursa’s

analytical model inherently contains fewer parameters than deep neural networks. The

model calculates end-to-end latency as the sum of per-service latencies, and foresees

end-to-end SLA violations when the latency of individual services increases rapidly. As

a result, Ursa’s exploration algorithm just needs to trigger SLA violations occasionally

to find the the most efficient resource allocation thresholds. Notably, despite the small

sample size and the low SLA violation rate during exploration, Ursa still maintains SLA

and achieves high efficiency during deployment, as shown in Section 3.8.5.

App System Samples Time(h) #Viol Viol Rate

Social
Ursa 360 6.0 18 5.0%
Sinan 10000 166.7 4551 45.5%
Firm 10000 166.7 3843 38.4%

Media
Ursa 285 4.8 12 4.2%
Sinan 10000 166.7 5181 51.8%
Firm 10000 166.7 4237 42.4%

Video
Ursa 600 10.0 54 9.0%
Sinan 10000 166.7 6156 61.6%
Firm 10000 166.7 4226 42.3%

Table 3.5: Online exploration overheads.

3.8.4 Model Accuracy

As described in Section 3.3, the performance model estimates the end-to-end latency by

multiplying the latency upper bound with the expected overestimation rate. To evaluate
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the accuracy of the estimated latency, we record the per-service and end-to-end latency

distributions every 5 minutes for a total of 150 minutes during online exploration with

dynamically changing resource allocations, and calculate the estimated latency for each

type of request.

Figure 3.6 shows the measured and estimated latency of four representative re-

quest types in the social network application, including post, update-timeline, object-

detection, and sentiment-analysis. The blue line indicates the measured 99th percentile

latency and the red line indicates the estimated 99th percentile latency. For each class of

request, the estimated latency closely follows the measured latency, with the average ra-

tio of estimated to measured latency ranging from 0.97 to 1.05. Additionally, Figure 3.7

shows the measured and estimated latency of the video processing pipeline which in-

cludes two request priorities, with SLAs defined at the 50th and 99th percentiles, for low

and high priority requests, respectively. For both request priorities, the estimated latency

is close to the measured latency, with the average ratio of estimated to measured latency

being 0.96 and 1.00 for low and high priority requests, respectively.

3.8.5 Performance Comparison

We now compare resource usage and SLA violations during deployment between Ursa

and prior work, with Ursa and ML-driven systems using exploration data from Sec-

tion 3.8.3. In addition to the three applications described in Section 3.7, we also show

the results for the vanilla social network, by disabling the newly added ML services.

For each application, we experiment with three types of user loads; constant load,

dynamic load, and skewed load. Constant load refers to Poisson arrival processes with

constant RPS, with RPS of 250 to 1000, 100 to 350, and 5 to 10 for Social network,
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Figure 3.6: Estimated vs. measured latency for social network.

Media service, and Video processing pipeline, respectively. In contrast, dynamic load

has time-varying RPS, including diurnal patterns where the RPS first gradually increases

and then gradually decreases, and burst patterns where the RPS increases sharply by

50% to 125%. The ratio of different types of requests for constant and dynamic loads is

the same as in online exploration. On the other hand, in skewed load, the ratio of request

types differs from that in the online exploration. For social network and media service,

we experiment with two other request combinations, the first doubling the frequency of

update requests, including post and comment for social network, and upload-video and

rate-video for media service, and the second halving the frequency of update requests.

The user load patterns are the same for both versions of social network. For the video
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Figure 3.7: Estimated vs. measured latency for the video processing pipeline.

processing pipeline, the ratios of high-priority to low-priority requests include 40:60 and

60:40, which do not exist in online exploration. For Ursa specifically, the skewed load

stresses the case where the request mix changes, and the optimization engine needs to

calculate load per replica thresholds using available exploration data that do not include

the current request mix. For each type of load, Ursa calculates the optimal load-per-

replica thresholds once, at the beginning of the experiment.

Figure 3.8 shows the SLA violation rate, and Figure 3.9 shows the average CPU

allocation. Compared to ML-driven systems, Ursa significantly reduces SLA violation

rates, achieving 0.1% to 8.5% SLA violation rates under constant and dynamic loads,

and 0.5% to 2.0% SLA violation rates under skewed load, whereas ML-driven systems

incur 9.1% to 29.2% SLA violation rates under constant and dynamic loads, and 14.2%

to 51.9% SLA violation rates under skewed load. ML-driven systems cause higher SLA

violation rates for the new social network than for vanilla social network, because the

latency of ML services is less stable and more challenging for resource management,

compared to lightweight text processing. In terms of resources, Ursa reduces CPU allo-

cation by 2.3% to 86.2% for constant and dynamic loads. For skewed loads, Ursa uses
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Figure 3.8: SLA violation rate.

an average of 8.2% more CPUs, but the ML-driven systems result in SLA violation rates

significantly higher than Ursa. The autoscaling controller uses the least resources but

results in SLA violation rates of over 60%. Ursa may use more resources under skewed

loads because it prioritizes maintaining SLAs and makes conservative decisions with

the available exploration data. As a conceptual example, assume a service handles two

classes of requests, and its total load is (4, 6), where each element of the vector is the

load of one class of requests. If the service’s exploration data only includes one feasible

LPR threshold (3, 2), Ursa will provision 3 replicas for the service to ensure that the

load of any request class is below the threshold, while in reality the actual per-replica
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load will be (1.3, 2), which is below the (3, 2) threshold. Figure 3.10 shows the load and

CPU allocation for four representative services in the social network under a diurnal

load when managed with Ursa, where the left Y-axis represents the RPS of load and the

right Y-axis represents the CPU allocation. For each service, Ursa is able to scale out

and scale in promptly as the load increases and decreases.

Ursa outperforms ML-driven systems with much lower exploration overheads, be-

cause Ursa’s analytical model accurately decomposes the end-to-end latency to per-

service latencies, which can be mapped directly to per-service resource allocation. How-

ever, the ML-driven techniques need to learn the relation between resource allocation

and SLA from scratch in a much larger parameter space, requiring more data and leading

to lower accuracy. Specifically, Sinan’s SLA violation predictor can only achieve 80%

to 85% accuracy due to the presence of multiple request classes with different SLAs

in an application, resulting in more SLA violations and higher resource usage. On the

other hand, in addition to the issue of large parameter space, Firm does not always prior-

itize preserving SLAs because its agent’s reward function is a weighted sum of the SLA

violation rate and the resource utilization, which makes Firm prioritize resource savings

over SLA if the savings are significant, and results in more violations.

3.8.6 Control Plane Latency

The latency of resource allocation decisions determines how quickly the system adapts

to load fluctuations, and also determines the scheduling throughput, i.e., the number of

services that can be managed, according to Little’s Law. Resource allocation decisions

are fast in Ursa because the critical path only includes the resource controller, which

calculates the number of replicas, based on the load-per-replica thresholds. In contrast,
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ML-driven systems typically need to wait for the ML models to predict performance

metrics or make decisions. There are also situations where the mix of user requests

changes significantly, or the business logic of a service is updated, requiring an updated

performance model. In this case, Ursa needs to recompute the optimization models, and

ML-driven approaches also need to update the model parameters. Table 3.6 shows the

average control plane latency (in milliseconds) across the different approaches, in the

case of deployment and model update. In the comparison, the control planes are always

allocated 4 CPUs. Autoscaling is undoubtedly the fastest, as it involves only a single

threshold check. In terms of deployment, Ursa is on average 691.6× faster than Sinan
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Figure 3.10: Ursa’s CPU allocation under diurnal load.

using a centralized ML model, and 43.4× faster than Firm, which uses per-service RL

agents. In terms of model updates, Sinan’s retraining time is linear to the size of the

dataset, and takes minutes even on a dedicated GPU. Firm can adapt to load changes

gradually by updating the RL agent online, but is still slower than Ursa by 4.4× even

for a single iteration. The RL agent may require thousands of iterations to update its

weights and fully learn new resource usage patterns, whereas Ursa only needs to solve

the optimization problem once to fully adapt to the changes.

Ursa Sinan Firm Autoscaling

Deploy 0.5 345.8 21.7 0.1
Update 271.7 N/A 1.2 ×103 0.1

Table 3.6: Control plane latency (ms).
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3.8.7 Adapting to Service Changes

The logic of microservices can be updated frequently. We now conduct a case study

to demonstrate Ursa’s ability to adapt to such business logic updates. Specifically, we

modify the object-detection service in the social network application, and change the

model to more lightweight Mobilenet [73]. The exploration controller performs a partial

online exploration to profile only the modified object-detect service. It collects a total

of 75 samples in 1.25 hours, during which 4 SLA violation are triggered, resulting in

an SLA violation rate of 5.3%. Then the optimization engine recalculates the LPR

threshold of each service. We deploy the modified social network application under

various RPS, and Figure 3.11 shows the distribution of the 99th percentile latency of the

end-to-end object-detect requests for the original and the updated object-detect service.

The red line represents the SLA and the blue line represents the cumulative distribution

function, with SLA violation rates of 0.62% and 0.50% for the original and updated

microservice, respectively.

3.8.8 Summary

Compared to ML-driven approaches, Ursa reduces the required sample size by 16×

to 35× during exploration, and achieves SLA violation rates of no more than 9.0%,

making online exploration with real user data possible. Ursa also achieves good per-

formance, maintaining low SLA violation rates of 0.1% to 8.5% during deployment,

9.0% to 49.9% lower than ML-driven approaches, and reducing resource allocation by

up to 86.2%. In addition, Ursa’s control plane is 43× faster than ML-driven approaches

during deployment, enabling faster and more scalable management decisions. Finally,

we demonstrate that Ursa is able to adapt to service changes and maintain SLAs while
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Figure 3.11: 99th latency distribution of object-detect.

incurring low exploration overheads.

3.9 Conclusion

We present Ursa, a lightweight resource management framework for microservices.

Ursa uses an analytical model to decompose the end-to-end SLA into per-service SLAs,

and maps them to resource allocations. During exploration, Ursa explores as many inde-

pendent services as possible across different request paths, and swiftly stops exploration

in the case of SLA violations to keep SLA violation rate low. Using benchmarks imple-

mented with popular microservice frameworks, we demonstrate that Ursa outperforms

ML-driven approaches in both SLA maintenance and resource efficiency, with signifi-

cantly lower exploration overheads.
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In brief summary of Chapter 2 and 3, we aim to tackle the problem of allocating

the minimal resources while preserving the SLAs, and we investigate the use of ML

and analytical models to achieve the goal. While our proposed approaches are primarily

geared towards microservice workloads, they can also be extended to serverless work-

flows, which typically have simpler DAG topology and resource usage patterns. Our

study leads to two key findings.

First, although ML, particularly DNNs, is effective in solving blackbox problems,

its use for resource management and control can come at a significant cost. This is par-

ticularly true if exploration is time-consuming or performance disruptive, resulting in

substantial exploration overhead. In such cases, ML necessitates the use of cheap sam-

pling techniques, such as accurate simulation, which is commonly utilized in robotics or

autonomous driving, to rapidly obtain large amounts of training data at little cost. Alter-

natively, ML can be a good fit when datasets are already available, such as in predicting

user loads.

Second, analytical models can be effective in resource management. This is primar-

ily because computer systems are inherently less complex than natural problems, such

as computer vision or natural language processing, where DNNs are currently the only

viable solution. Analytical models usually have a much smaller parameter space, en-

abling them to achieve high accuracy with a small dataset, and they are also more robust

to overfitting or distribution shift. Furthermore, designers have more control over ex-

plainable analytical models than blackbox ML models. For instance, Ursa is designed

to prioritize SLA maintenance under skewed loads, which is challenging to encode in

DNNs.
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CHAPTER 4

FASTER AND CHEAPER SERVERLESS COMPUTING ON HARVESTED

RESOURCES

4.1 Introduction

Orthogonal to the preceding two chapters which seek to reduce operational expenses by

providing the minimum amount of resources necessary without impacting performance,

this chapter takes a different approach to cost reduction by utilizing less expensive but

less dependable resources. Our focus in this chapter is on serverless workloads, which

are the most suitable for leveraging harvested resources to their full potential.

Serverless computing is becoming an increasingly popular cloud programming

paradigm, especially in the form of Functions as a Service (FaaS), with offerings from

several commercial providers [99, 35, 71]. These FaaS platforms offer intuitive event-

based interfaces for application development. The interface obviates the need for users

to explicitly configure resources, such as the number and size of virtual machines (VMs)

or containers to run the functions. FaaS is also cheaper for users, as they only pay for

the exact amount of resources they use during function execution. This is in contrast

to Infrastructure as a Service (IaaS), where users pay for long-term reserved resources

in the form of VMs. FaaS is an ideal candidate for applications with high data-level

parallelism and/or intermittent activity (e.g., online sites that are driven by fluctuating

user load). However, the serverless provider still needs to provision, manage, and pay

the IaaS provider for the VMs hosting its platform. This ties the cost of serverless to the

cost of the underlying VMs. Worse, the serverless provider must pre-provision a large

amount of VM capacity to provide fast elasticity and the illusion of infinite resources,

while the FaaS users pay only for the resources their functions actually use.
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Harvested resources. Fortunately, IaaS providers offer their surplus resources as VMs

at a much lower price (and relaxed guarantees), such as Spot [42, 38] and Burstable

VMs [40, 39]. Along similar lines, Harvest VMs [36] are an even cheaper and more

efficient alternative. Each Harvest VM is evictable and has a minimum size, but it grows

by harvesting unallocated CPU cores in its host server beyond this minimum. When a

new “regular” (non-evictable) VM is placed on the server, the Harvest VM shrinks. The

IaaS provider only evicts Harvest VMs when their minimum size is needed for a regular

VM.

Serverless functions, which are mostly single-threaded and short-running [122], are

a natural fit for running on harvested resources. Despite their low cost, Harvest VMs

introduce two challenges: workloads can be evicted, and VMs have dynamic variations

in terms of compute and/or memory resources. Not only do Harvest VMs have the

potential to reduce the cost of hosting FaaS platforms, but they can also provide better

performance at the same cost.

Our work. This chapter tackles the challenges of running serverless platforms on

Harvest VMs. To understand the impact of evictions and of the variability in harvested

resources on a FaaS platform, we first characterize both a FaaS offering (Azure Func-

tions) and the resources available to Harvest VMs using production traces from Azure.

We contrast the duration of function executions with the lifetime of Harvest VMs and

the durations over which resources are available for harvesting. Our characterization

suggests a good match between FaaS platforms and Harvest VMs. Thus, we next study

how to adapt a FaaS platform to run on harvested resources.

To address Harvest VM evictions, we explore the space of regular and Harvest VMs

mixes, for short- and long-running functions, and quantify the trade-off between cost

and reliability. Using detailed simulations combining FaaS and Harvest VM traces, we

83



find that when running FaaS solely on Harvest VMs, evictions cause at most 0.0015%

of invocations to fail.

To make this practical, we must address resource variations inherent to Harvest VMs.

To this end, we design and implement a load balancer for FaaS platforms that places

functions in VMs according to the availability of harvested resources. Our load balancer

reduces resource contention while keeping the function cold start rate low.

Our implementation modifies OpenWhisk [107], a widely-used open-source FaaS

platform, to monitor the availability of harvested resources and balance the load ac-

cordingly. Our experimental results demonstrate the performance improvement over

the existing OpenWhisk load balancer and other widely used policies, achieving 22.6×

throughput than vanilla OpenWhisk. We finally demonstrate the performance improve-

ment and cost savings of serverless computing on Harvest VMs, compared to regular

and Spot VMs. Under the same cost budget, serverless platforms hosted on Harvest

VMs are able to achieve 2.2× to 9.0× throughput than regular VMs. When provisioned

with the same amount of resources, serverless platforms hosted on Harvest VMs are

45% to 89% cheaper than regular VMs and 0% to 44% cheaper than Spot VMs.

4.2 Background and Related Work

Serverless and FaaS. Serverless computing, especially Functions as a Service (FaaS),

is gaining popularity as the way to deploy applications on the cloud [120]. The FaaS

programming model offers simplicity of just uploading application code without hav-

ing to manage resources or configurations. In the FaaS platform we study, functions

are logically grouped to form applications and the application is the unit of scheduling

and resource allocation. The platform provides elasticity by automatically scaling up re-
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sources with increasing load and scaling down to zero during idle periods. The user only

gets billed for the resources consumed during function executions. All these properties

make FaaS a compelling option for programming the cloud from the user’s perspective.

The serverless provider faces the challenge of ensuring high performance while min-

imizing cost. To provide the illusion of always-on and infinitely scalable resources to

the user, the provider needs to have the resources ready whenever a function is invoked.

Shahrad et al. [122] show that 50% of functions execute for less than 1s and about 90%

execute for less than 10s on average. A function can start quickly when the code is

already in memory (warm start) and does not have to be brought in from persistent stor-

age (cold start). Since these function executions are generally short lived, cold starts can

dominate the overall execution time if the resources are not available at invocation time.

To mitigate this, providers typically set a keep-alive threshold for which the function

container is kept available after the invocation completes in anticipation of an upcoming

invocation to the same function.

There has been a wealth of research on serverless computing, both to expand the

set of applications that can use the model, and to improve the serverless infrastruc-

ture. Broadly, it spans: (a) scheduling policies for making serverless platforms cost-

effective and performant [122, 78]; (b) performance-aware and cost-effective stor-

age [83, 84, 103, 117]; (c) secure and light-weight container infrastructure [34, 106,

102, 137, 133, 125, 33]; (d) characterization of existing serverless workloads [122]; and

(e) enabling applications to run in a serverless-native manner, including data processing

and analytics [75, 112], video processing [63], ML training [46], DNA sequence visu-

alization [88] and compilation [62]. We show that mindfully using cheaper resources

without performance/reliability degradation is the right way to minimize the hosting

cost of FaaS.

85



Harvest VMs. Harvest VMs were proposed in [36]. Users select and deploy them

as they do any other VM. Each Harvest VM is defined by its minimum size (in terms

of physical CPU cores, memory, disk space, and network bandwidth) and how many

harvested physical cores they are capable of using. While the number of physical cores

assigned to a Harvest VM may change dynamically, the other resources do not. The

workload running on the Harvest VM can query the number of physical cores assigned

to it in /proc in Linux and the registry in Windows. The Harvest VM receives a 30-

second notice before an eviction happens. These mechanisms allow the workload to

take appropriate actions.

Users pay for the minimum size at a heavy discount, like those for Spot VMs, com-

pared to regular VMs. For example, Spot VMs are 48% to 88% cheaper than the same

size regular VMs in Azure [41]. The additional harvested cores are even cheaper be-

cause they vary over time. The total cost for the users is the sum of the minimum cost

and the harvested one.

Despite offering a large amount of resources at low price, evictions and resource

variation can impact the system reliability and performance [36]. This chapter addresses

those issues.

Cluster scheduling and load balancing. A large body of work [44, 61, 67, 70, 74, 77,

111, 132, 55, 80, 110] has focused on cluster scheduling frameworks, such as Kuber-

netes [13] and Apache YARN [134]. However, these works assumed that the underlying

resources (VMs or bare-metal servers) are constant over time.

In contrast, Harvest VMs may experience significant variation in their number of

cores over their lifetime. Ambati et al. did adapt YARN to run on Harvest VMs [36].

However, the batch and Big Data analytics workloads common of YARN deployments
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are quite different than those of FaaS platforms [115, 122]. For example, function exe-

cutions are typically substantially shorter than data analytics tasks, so FaaS workloads

can more easily adjust to the frequent changes in the numbers of cores. On the other

hand, each function typically consumes fewer resources (e.g., memory) than an analyt-

ics task, meaning that many of them can be packed on the same VM so an eviction may

affect more computations.

4.3 Characterization

While previous work has studied some production characteristics of Harvest VMs [36]

and FaaS workloads [122], in this section we take a closer look with the goal of un-

derstanding how they might interact. We are interested in the impact of Harvest VM

evictions and core variations on function executions. In particular, we look at the dis-

tribution of Harvest VM lifetimes and the distribution of intervals between Harvest VM

core changes. Before each eviction, the Harvest VM receives a 30-second grace period,

which can be used to stop sending new invocations to the VM, and to finish ongoing

function executions. Invocations that last longer than 30 seconds are at risk of being

killed, and below we pay particular attention to these long invocations. Compared to the

previous characterization of FaaS workloads [122], we feature a new analysis address-

ing the issues involved in hosting FaaS on Harvest VMs: the impact of VM evictions

and the capacity needed to host the FaaS workloads.
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Figure 4.1: Distribution of the Harvest VM lifetime [36].

4.3.1 Harvest VMs

Evictions. To study Harvest VM evictions, we use a trace of the private cluster de-

scribed in [36]. The trace includes 1075 Harvest VM instances deployed between Oc-

tober 8th 2019 and March 28th 2020. We include both evicted and not evicted Harvest

VMs, and remove from the VM lifetime the 10 minutes required to install the FaaS plat-

form and dependencies. Despite this overhead, 96.7% of all Harvest VMs are suitable

for hosting FaaS. Figure 4.1 shows the lifetime distribution of these Harvest VMs. The

average lifetime is 61.5 days, with more than 90% of Harvest VMs living longer than 1

day. More than 60% survive longer than 1 month.

Resource variability. To study the resource variation patterns of Harvest VM, we look

at a smaller and more detailed trace of 37 Harvest VMs running in Azure production

clusters between January 1st and February 24th 2021. To match the memory size of the
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Figure 4.2: Intervals between Harvest VM CPU changes.

smallest Harvest VM (i.e., 16 GB), the maximum CPUs of each Harvest VM is limited

to 32. Figure 4.2 shows the distribution of intervals between changes in Harvest VM

CPUs. The expected interval is 17.8 hours, with around 70% of them being longer

than 10 minutes, and around 35% longer than 1 hour. 62.2% of the studied Harvest

VMs experienced at least one CPU shrinkage and 54.1% experienced at least one CPU

expansion. 35.1% VMs never experienced any CPU changes.

Figure 4.3 shows a histogram of individual CPU changes for the studied Harvest

VMs. Positive numbers represent expansions and negative numbers represent shrinkage.

The points at 0 represent the VMs that did not change during the period covered by the

traces. The distribution tends to be symmetric with most of CPU changes falling within

20 CPUs. The average and maximum CPU change size are 12 and 30 for both shrinkage

and expansion. Considering the maximum CPUs of the profiled Harvest VMs is 32, the

size of the changes has a significant impact on instantaneous capacity of Harvest VMs.
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Figure 4.3: Distribution of Harvest VM CPU change sizes and correlation of change
sizes and change interval.

Trace FLarge FS mall

Duration Data Percentiles Start/End Times
Granularity Per App Per Invocation
Dates 2021-01-31 2021-01-31 to 2021-02-13
#Apps 20,809 119
Invocations 910M 2.2M

Table 4.1: Details on the two FaaS traces used in the chapter.

We did not find a significant correlation between the size of the change and the change

interval.

4.3.2 Serverless Functions

We now study the duration of function invocations. We obtained two traces (Table 4.1)

of invocations from Azure Functions: FLarge is a coarse 1-day trace with invocation
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duration percentiles for a subset of a cloud region, and FS mall is a detailed trace of a

small cluster with precise invocation timings. We look at the overall trends with FLarge,

and use FS mall for deeper analysis, including trace-driven simulations.

Duration per application. Figure 4.4 shows the distribution of maximum invocation

durations per application from the FLarge trace, as well as those of the mean and other

duration percentiles. The invocations are generally short. The graph shows the 30-

second grace period of Harvest VM eviction. Invocations shorter than this are safe

from evictions, while longer invocations could be terminated. 20.6% of the applications

have at least one invocation (maximum) longer than 30 seconds. We refer to these

applications as “long” applications. 16.7% and 12.3% of applications have 99.9th and

99th percentile durations longer than 30 seconds, respectively.

Figure 4.5 compares the same distributions between the two traces. The traces are

similar with respect to the tails of the per-application invocation durations, with the

applications in the FS mall trace having higher fractions of longer invocations. This is

acceptable for our purposes, as it makes our analysis more pessimistic. We base our

analysis in the remainder of the chapter on the FS mall trace.

Durations per invocation. The FS mall trace allows us to look at the duration of ev-

ery invocation. Figure 4.6 shows the latency distribution of all considered invocations.

The vast majority are short, with more than 85% of invocations shorter than 1 second,

and 96% of the invocations shorter than 30s. The longest recorded invocation is 578.6

seconds.

Long applications. In terms of sensitivity to Harvest VM evictions, only 4.1% of the

invocations are ‘long’, but these long invocations take over 82.0% of the total execution

time of all invocations. At the granularity of application, 58 applications (48.7% of
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Figure 4.4: CDFs of the average and top percentiles of the invocation durations per
application in the FLarge trace.

all) are long applications. These long applications take up 67.5% of all invocations

and 99.68% of the total invocation time. These long invocations (and applications) are

vulnerable for evictions if placed on a Harvest VM. As we see in §4.4, naı̈vely allocating

the long applications to regular VMs, and running the others on Harvest VMs may be

too conservative a strategy, with very modest gains.

Looking closer, Figure 4.7 shows the duration distribution of the long applications,

where each point on x-axis corresponds to one application, and the error bar shows the

standard deviation of the durations. There are big gaps between the max and mean

duration of long applications, especially for applications with max duration longer than

100 seconds, indicating that long applications fall under this category mainly due to a

small fraction of invocations in the tail of their duration distribution. We use this to our

advantage in the next section.
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Figure 4.5: Invocation durations per app for FLarge and FS mall.

4.3.3 Implications

Combining the characteristics of Harvest VMs (Section 4.3.1) and serverless workloads

(Section 4.3.2) shows that, intuitively, FaaS workloads are a good fit for Harvest VMs.

The short duration of the majority of the invocations (only 4.1% are longer than 30 sec-

onds) and the relatively much longer Harvest VM lifetime (more than 90% of Harvest

VMs live longer than 1 day) make serverless workloads unlikely to be affected by Har-

vest VM evictions. Based on this intuition, in Section 4.4 we use trace-drive simulations

to more precisely characterize the reliability of serverless compute on Harvest VMs.

Resource variation on Harvest VMs is much more common than evictions, but com-

pared to the short duration of most invocations, the number of CPUs of Harvest VMs

can be considered relatively stable: 70% of CPU change intervals are longer than the
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Figure 4.6: Durations of all invocations in the FS mall trace.

Figure 4.7: Durations of long applications invocations.
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longest invocation in the studied serverless workload trace (578.6 seconds). However,

because of the frequency and magnitude of resource changes (Figure 4.3), Harvest VM-

aware load balancing is essential to guarantee system performance. In addition to this,

even if mostly stable, Harvest VMs tend to be more heterogeneous than regular VMs,

reinforcing the importance of proper load balancing.

4.4 Handling Evictions

In this section, we study the impact of Harvest VM evictions when running serverless

workloads. When an eviction occurs, any function running at the time fails. What is the

best strategy to eliminate or minimize these failures?

4.4.1 Methodology

While the comparison of the distributions in the previous section provides bounds on

the failure rates, the interaction of evictions and long executions is not trivial, and we

resort to trace-driven simulations to answer this question.

We used the Harvest VM trace from Figure 4.1 and the FS mall functions trace (§4.3).

Since the Harvest VM trace (173 days) is longer than the serverless workload trace

(14 days), we select a 14-day period from the Harvest VM trace which aligns with

the serverless workload trace. Figure 4.8a shows, for the 14-day period starting at each

Sunday (dotted vertical lines), the total number of VMs, and the number of VM creations

and evictions. We use the Harvest VM eviction rate defined as number of VM evictions

over the number of existing VMs, as the metric to categorize the Harvest VM trace

periods. The average eviction rate of all 14-day periods is 13.1%. We select two periods:
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(1) one with the max VM eviction (86.4%), as worst case, and (2) one with an eviction

rate close to average (8.4%), as the typical case. Starting days of the worst and typical

cases are marked as Worst and Typical in Figure 4.8a.

We simulate the serverless framework as a global pool of containers; an invocation

is able to use any existing container of the same application and randomly chooses one

if there are multiple candidates. Invocations have a keep-alive time set to 10 minutes

(the default in OpenWhisk [107]). A container is removed if it does not execute any

invocations for the entire keep-alive period. Each container is randomly allocated to

VM that has not been warned of eviction. The number of concurrent invocations that

each container can host is set to 1. Since our traces do not record CPU usage, we assume

that the CPU usage of all applications is identical.

For Harvest VMs, when we receive the 30-second eviction warning for a VM, the

load balancer stops sending new invocations to it. Pending invocations continue to ex-

ecute on the VM and fail if they do not complete before the VM eviction. In the event

that resources start to decline below a pre-configured threshold, it spins up additional

VMs.

For each 14-day Harvest VM trace snippet, we run the simulation 1000 times and

show the aggregated results. Our simulation models the key components of server-

less frameworks, including container pool and keep-alive. It can model potential future

workload changes by simply acquiring new traces, assuming no changes to the server-

less framework.
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Figure 4.8: Harvest VM creations and eviction patterns.
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4.4.2 Combining Regular and Harvest VMs

Strategy 1: No failures. We start with the most conservative provisioning where

all long applications (i.e., those with at least one invocation longer than 30 seconds) are

allocated in regular VMs and the rest in Harvest VMs. This guarantees that no invocation

longer than 30s will run on Harvest VMs, but is the least efficient provisioning strategy.

Section 4.3.2 showed that long applications take up to 67.5% of all invocations but

99.7% of the invocation time. However, we also need to account for the keep-alive

period to prevent cold starts. We ran a simpler version of our simulation here to estimate

the computation capacity taken by the two application types, while accounting for their

arrival times and keep-alive behavior.

For 10-minute keep-alive, the simulation shows that only 12.0% of computation

capacity can be hosted by low-cost Harvest VMs. While this is much higher than the

fraction of execution time for short applications (0.32%), it is significantly lower than

the fraction of invocations that corresponds to short applications (32.5%). This is due

to their shorter invocation times on average, and to their inter-arrival times. Figure 4.9

shows that a larger fraction of the inter-arrival times for short applications is below

10s, and multiple close invocations reduce the wasted idle time due to keep-alive. We

verified that these results do not change significantly for different keep-alive periods

ranging from 1 minute to 24 hours. Ultimately, this strategy is too conservative, and

94% of the invocations that run on the regular VMs are still short.

Strategy 2: Bounded failures. Given the high operational cost of Strategy 1, we study

a relaxation of the bound on failures caused by eviction. If we are willing to tolerate a

small fraction of eviction failures, we can allocate more applications to Harvest VMs,

and trade reliability for efficiency.
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Figure 4.9: Inter-arrival times for short vs. long apps.

We can provide an upper bound (100− x)% (say, 1%) on the per-application eviction

failure rate by allocating to regular VMs applications with the xth (say, 99th) percentile

duration longer than 30s, instead of the maximum. In effect, some long applications

from Strategy 1 are allocated to Harvest VMs in this strategy, but only those where

(100 − x)% of the invocations are longer than 30s.

To characterize the trade-off between reliability and efficiency of the policy, we per-

form the same trace-driven simulation as in §4.4.2, and sweep the percentile x from 95

to 99.9, with increments of 0.1. Figure 4.10 shows the results, with the decision per-

centile in the x-axis, and the resulting fraction of computing capacity used by Harvest

VMs.

In summary, bounding the failure rate to less than 0.1% allows 28% of computation

to be hosted by Harvest VMs. A rate lower than 1% allows 45.7% of computation to

be hosted by regular VMs. Although efficiency improves compared to Strategy 1, it is
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Figure 4.10: Fraction of Harvest VM capacity versus acceptable percentile of per-app
long invocations.

still pessimistic, as most invocations that run in regular VMs are still short, and even

the long invocations would only fail if they run in a Harvest VM and start less than 30s

before an eviction.

4.4.3 Running on Harvest VMs

Strategy 3: Live and Let Die. We next examine running a full serverless workload

solely on Harvest VMs. We ran the full simulation described in §4.4.1. For the Worst

period in the Harvest VM trace (i.e., max VM eviction rate), the average invocation

failure rate is 0.0015% (99.9985% success rate). The Typical period has a failure rate of

3.68 × 10−8 (i.e., “7 nines” of reliability).

Intuitively, failures caused by VM evictions are rare because they require two low-
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probability events to happen simultaneously: a Harvest VM gets evicted while it is run-

ning a long invocation. VM evictions are also correlated and frequently happen in bursts,

with a large number of VMs evicted within a few seconds, as shown in Figure 4.8b.

Cold starts are also minimal when the workload runs on Harvest VMs. The average

simulated cold rate is 1.1967% in the Typical period, and 1.1981% in the Worst period,

increasing by 0.0084% and 0.1254% compared to regular VMs.

4.4.4 VM Migration/Snapshotting

An alternative, or even complementary approach, to increase the reliability of the server-

less framework hosted on Harvest VMs is to use VM live migration [52] or snap-

shot/restore [60, 133]. The idea is to run serverless applications in nested VMs hosted

by Harvest VMs, and migrate the nested VMs that correspond to long invocations when

the Harvest VM is warned of eviction. The main metric, however, is not the downtime

of the application, but the total time for which the source VM must be available. Be-

cause of the low invocation failure rate from Strategy 3, we leave using VM migration

to improve system reliability as future work.

4.4.5 Conclusion

When running solely on Harvest VMs, the failures caused by VM evictions are rare

while fully utilizing the cheap harvested resources. This is caused by the low joint

probability of a rare long-running execution during a Harvest VM eviction. As a result,

in the rest of the chapter, we assume all applications are hosted on Harvest VMs.
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4.5 Handling Resource Variability

In this section, we develop a resource variation-aware load balancing policy for server-

less frameworks on harvested resources. We start with the well-known algorithm join-

the-shortest-queue (JSQ) [72], which aims to minimize the resource contention caused

by CPU variation. Based on that, we then present our min-worker-set (MWS) algorithm,

which aims to reduce the container cold start rate for serverless workloads while reduc-

ing resource contention.

4.5.1 Join-the-Shortest-Queue (JSQ)

JSQ is a CPU-aware load balancing algorithm. The load balancer monitors the com-

pute load of each backend VM and allocates an invocation to the VM that has the least

amount of pending work. This effectively reduces queueing time and resource con-

tention, leading to shorter end-to-end latencies.

Since the ground truth of pending compute work is unknown in advance, we ap-

proximate it with a weighted sum of CPU and memory utilization wc
cpuused
cpuavail

+ wm
memused
memavail

,

with wc > wm to reflect the scarcity of allocated CPUs. We show that the weighted

utilization of CPU and memory is a better usage metric than the number of pending

invocations (queue length) at an invoker, or the sum of expected resource usage of pend-

ing invocations (weighted queue length). This is because queue length does not account

for varying function resource needs, and weighted queue length can deviate from the

ground truth, due to insufficient samples and different function inputs. The utilization

metric also captures the variation of allocated CPUs of Harvest VMs, and avoids star-

vation by stopping assigning invocations to VMs that suffer from excessive resource
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shrinkage. In terms of overhead, the complexity of each scheduling operation is O(N),

where N is the number of backend VMs in the system. The scheduling overhead can

be reduced by randomly sampling a subset of d backend VMs and choosing the least

loaded one [45, 136, 110], although at the expense of scheduling quality.

4.5.2 Min-Worker-Set (MWS)

In serverless computing, the end-to-end latency of an invocation includes cold start time,

queueing time and execution time. Although JSQ can reduce queueing time by prevent-

ing long queues and execution time by alleviating resource contention, it can potentially

increase the cold start rate and harm the end-to-end latency. Assuming that a function

has a Poisson arrival process with arrival rate λ, and the serverless platform has N back-

end VMs, JSQ will distribute the invocations across all N backend VMs. The resulting

invocation arrival rate on each backend VM will be λN . In a large system (i.e., large N),

the expected inter-arrival time N
λ

is more likely to be larger than the container keep-alive

time of serverless platform, increasing the chance of cold starts.

We design the MWS algorithm to jointly reduce queueing time, execution time, and

cold starts. This is inspired by the intuition that, in the common case, where the compute

resources of the system are not overloaded, slight imbalance of invocation assignment

among invokers is unlikely to cause resource contention and queueing leading to in-

creased latency. MWS consolidates each function to a minimal set of k backend VMs

that have adequate resources to accommodate all invocations of the function. The invo-

cation arrival rate on individual backend VMs becomes λk . With k ≪ N, the invocation

inter-arrival time in MWS is much shorter than JSQ. Thus, it is very likely to be shorter

than the container keep-alive time, enabling warm starts. The sketch of MWS is shown
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in Algorithm 3. For each function f , the load balancer assigns it a home VM as the

beginning of the search process, and estimates its resource usage u f as the product of

requests per second (RPS), expected resource usage, and expected duration. The load

balancer keeps adding new VMs to the worker set s until the total usable resources r of

all VMs in the set s exceeds the estimated usage of the function u f . Finally, the load

balancer picks the least loaded VM in the worker set s to execute the invocation, where

the load is defined as the weighted sum of CPU and memory utilization as in JSQ.

Algorithm 3: Min-worker-set (MWS) algorithm
Input: Function f ;
Function: Expectation E; Consistent hashing CH;
Variable: Requests per second RPS f ;
Variable: CPU usage CPU f ;
Variable: Invocation latency lat f ;
u f = RPS f · E(CPU f ) · E(lat f );
r = 0, s = ∅;
V M = CH( f );
while r < u f do

r = r + usable resources(V M);
s = s ∪ V M;
V M = next(V M);

end
return argminV M{load(V M) | V M ∈ s}

In the common case that the system is not overloaded, MWS is more scalable than

JSQ, with minimum scheduling overhead. For each invocation, the controller only needs

to search for the least loaded invoker in the worker set of the function (i.e., usually

a small number) rather than searching among all invokers. In the worst case that the

system is running at full utilization, the scheduling overhead increases with the load of

the system and converges to JSQ as MWS spans all backend VMs. Compared to JSQ,

MWS can also reduce the number of functions allocated to each VM, thus reducing the

storage space occupied by function images.

Dealing with VM evictions. Harvest VM evictions can be detrimental to the perfor-
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mance of the MWS algorithm, because VM failure and redeployment lead to variation

in the number of VMs in the system, and thus reshuffling of home VMs for all func-

tions, making cold starts dominant. To minimize the number of functions that need to

be reshuffled and thus minimize cold starts, we use consistent hashing. Thus, whenever

the number of VMs changes, home VMs are only reshuffled for a minimal number of

functions.

In consistent hashing [81], all VMs in the system are assigned a hash ID within [0, I]

where I is much larger than the number of VMs in the system, so that VMs are uniformly

distributed in the ID space. Conceptually, all VMs in the system are organized into a

ring with VM IDs increasing clockwise, except VM I, whose next VM in the ring is VM

0. Functions are mapped to and uniformly distributed in the same ID space [0, I] and

are assigned next VM in clockwise direction (to the ID of the function) as home VM.

As the VM IDs are uniformly distributed, the expected number of functions assigned to

each VM are identical. When an existing VM crashes or a new VM joins the system,

only functions originally assigned to the crashed VM or the new VM are reshuffled.

4.6 Implementation

We implement our proposed resource-variation-aware load balancing scheme on Open-

Whisk [107], a popular open source serverless platform developed by IBM. In this sec-

tion we first describe the architecture of OpenWhisk and then the changes we made for

Harvest VM-aware load balancing.
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Figure 4.11: Architecture of our resource-variation-aware load balancing solution on
OpenWhisk. The dotted lines show our modifications and components not present in
vanilla OpenWhisk.

4.6.1 OpenWhisk Architecture

Figure 4.11 shows the architecture of OpenWhisk including the modifications we have

made represented by in dotted lines. NGINX acts as a reverse proxy of the system and

exposes a public HTTP endpoint to clients and forwards user requests to Controllers.

The Controller performs load balancing and selects an Invoker instance to execute the

function invocation. OpenWhisk by default implements memory bin packing: the Con-

troller keeps track of memory usage of all pending invocations that are issued and iter-

atively directs all incoming invocations to one Invoker until the memory quota of that

Invoker is exhausted. Controllers do not communicate with each other, and each Con-

troller has access to all Invokers. The message delivery system between Controllers and

Invokers is implemented using Kafka [3]. Invokers are usually deployed per VM and
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each manages a pool of containers, which are Docker containers by default. Depending

on whether a suitable container exists, a function invocation is assigned to an existing

container (warm start), or a newly created one (cold start). Existing containers are re-

moved after a fixed keep-alive period (10 minutes by default) and when usable memory

is inadequate to allocate a new container. Invocation results are stored in CouchDB for

later retrieval.

4.6.2 Harvest VM-Aware Load Balancing

We modify both the Invoker and the Controller to implement the resource variation-

aware MWS load balancing algorithm.

Invoker. We modify the Invoker so it can efficiently use the dynamically changing

number of available CPUs. We introduce a module called Harvest Monitor in each

Invoker that is responsible for periodically gathering: (a) the latest number of CPUs

allocated to the Harvest VM using Hyper-V Data Exchange Service [43]; (b) the cumu-

lative CPU time using cpuacct.usage interface from cgroups [89]; and (c) any scheduled

deallocation event for the VM using Azure Metadata Service [100]. This information is

embedded into the health pings that the Invoker sends to the Controller every second.

All function containers for the same user run in the same cgroup so that we can

gather CPU utilization statistics. For each function invocation, the Invoker collects its

(a) execution duration and (b) CPU usage by querying the cgroup for its container. The

Invoker embeds the information in the invocation response message back to the Con-

troller. In addition, the Invoker performs admission control by computing the current

utilization as ( cpuusage

cpuavail
); if this is higher than a predefined threshold, new function invoca-

tions are delayed.
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Controller. We modify the Controller to receive the additional information collected

by the Harvest Monitors through the Invoker health pings. The Controller updates its

local data structures with this information (off the critical path, using Scala Actors). It

maintains (a) CPU usage, (b) available CPUs, and (c) eviction notifications events for

each Invoker. If an Invoker has an eviction notification, the Controller stops sending

new invocations to it. The Controller maintains local per-function histograms of the ob-

served execution times and CPU usage. Each Controller independently constructs these

histograms which eventually converge to similar values as more samples are collected.

The Controller also maintains a per-function invocation arrival rate which is periodically

updated. We multiply the arrival rate observed locally with the number of Controllers in

the system (available at startup) to get an estimated total invocation arrival rate.

We use the expected values computed from the execution time and CPU usage his-

tograms along with the estimated total invocation arrival rate as inputs to execute the

MWS algorithm for the function. To mitigate the potential user load oscillation and

smooth the worker set size changes, we set a minimal interval of 30 seconds between

worker reductions.

Finally, the Controller also maintains the mapping of functions to their hash ID

(used in assigning home VM based on consistent hashing) and hash IDs to list of

functions (used for function to home VM assignment update in the face of Invoker ar-

rival/departure) as described in Section 4.5.2.

Resource Monitor. We introduce a separate module per deployment, called Resource

Monitor, to track the resource variation in our system. It periodically queries for the

total available resources (e.g. CPUs) and spins up new VMs to maintain a minimum

pool of available resources, if they fall below a pre-configured threshold. As mentioned

in Section 4.4.1, this is important because reduction in the CPUs or eviction of Harvest
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VMs reduces the available resources and can adversely impact service quality.

4.7 Evaluation

We first demonstrate the benefits of the MWS algorithm compared to JSQ and the default

load balancing algorithm of OpenWhisk. Then we demonstrate the benefits and cost

savings of Harvest VMs for hosting serverless workloads.

4.7.1 Experiment Setup

For this evaluation, we deploy OpenWhisk (PR#4611) [108] on Azure with Ansi-

ble [37]. We use one controller VM and a variable number of invokers with their

own VMs. The controller VM contains core OpenWhisk components, including two

controllers, NGINX and CouchDB. In this section, we use cluster size to refer to the

number of invoker VMs.

We port multiple Python serverless functions from FunctionBench [82] to Open-

Whisk as the benchmark (Table 4.2). We create a Docker image for each function for

a total of 401 functions. We use Locust [14] to generate the workload with a Poisson

arrival process, and MinIO [101] as the object store to serve the input data. We use the

99th percentile latency denoted P99 as the SLO metric and set it to 50 seconds, which

clearly indicates saturation for our benchmarks.

The experiments use actual Harvest VMs (where we cannot control how their re-

sources vary) and Harvest VM traces. When using traces, each trace corresponds to

a Harvest VM. To emulate the CPU changes from the trace on a regular VM, we use
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Functions Description

Floatop Sine, cosine & square root
Matmult Square matrix multiplication
Linpack Linear equation solver
Chameleon HTML table rendering
Pyaes AES encryption & decryption
Image processing Flip, rotate, resize, filter

& grayscale images
Video processing Grayscale video
Image classification MobileNet inference
Text classification Logistic regression

Table 4.2: The examined serverless functions from FunctionBench [82] and their de-
scription.

cgroups to set the CPU limit of the parent Docker group of all user invocations. Each

experiment runs for 20 minutes unless otherwise stated.

4.7.2 Impact of Load Balancing

First, we compare three load balancing algorithms: min-worker-set (MWS ), join-the-

shortest-queue (JS Q), and vanilla OpenWhisk (Vanilla). We deploy OpenWhisk with

10 invokers, each hosted by a regular VM with 32 CPUs and 128 GB of memory. The

CPUs of the invokers are asymmetric, with the maximum of 28 and the minimum of

5, to mimic the resource heterogeneity in Harvest VM clusters. Figure 4.12 depicts the

P99 latency of the three algorithms.

Throughput. We evaluate the throughput without breaking the SLO of each policy.

MWS achieves a throughput 22.6× higher than the vanilla OpenWhisk load balancing.

Vanilla has the worst throughput because it only considers memory and keeps allocat-

ing invocations to an invoker until the memory capacity of the invoker is exhausted.

However, because of the scarcity of CPUs on some Harvest VMs, CPU tends to satu-
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Figure 4.12: P99 latency across load balancing algorithms.

rate at much lower load than memory. The CPU saturation caused by vanilla is also

exacerbated by the heterogeneity of VM CPUs in the test cluster because even if there

are additional CPU resources in the cluster, the invoker with the least CPUs will always

saturate at low loads. MWS has a throughput 1.6× higher than JSQ because it improves

locality.

Cold starts. Better locality reduces the cold start rate. Figure 4.13 compares the cold

start rate of MWS and JSQ at their non-saturating loads. At the same input loads, MWS

reduces cold starts between 56.0% and 75.9%. Figure 4.14 compares the latency of both

policies. It shows that reducing cold starts, we also reduce the latency. With our strategy,

we can provide the same latency with fewer VMs.
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Figure 4.13: Cold start rate of MWS vs. JSQ.

4.7.3 Impact of Resource Variability

We use Harvest VM traces that have frequent CPU changes with large change sizes

to show the worst-case performance. Although CPUs of Harvest VMs are relatively

stable in the normal case, they can also experience frequent and significant resource

changes as depicted in Figure 4.3. Frequent CPU changes are challenging to handle

since they require the load balancer to detect the changes and adjust task assignment

promptly. Significant CPU shrinkage has a direct impact on system performance since

pending activations on the Invoker that experiences significant shrinkage are prone to

severe resource contention, especially at high loads.

To study the worst-case performance of Harvest VMs, we select a set of Harvest VM

traces that have both extremely frequent and significant CPU changes. Specifically, we

choose 8 real Harvest VM traces among the traces with the highest change frequency

and large change size, and also synthesized 2 traces to control the total capacity of the
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Figure 4.14: Low percentile latency of MWS vs. JSQ.

cluster. The average CPU change interval in the set of 10 traces is 3.6 minutes, orders of

magnitude shorter the expected CPU change interval for the common case as discussed

in Section 4.3.1. The traces also include significant CPU shrinkage, with the maximum

shrinkage size being 26 CPUs, meaning that 81.3% of all CPUs are suddenly taken away

from an Invoker.

We compare the performance of this actively changing Harvest VM cluster (“Ac-

tive”) to two clusters: “Normal”, a Harvest VM cluster with normal variations, and

“Dedicated”, a cluster with dedicated resources using regular VMs. All three clusters

have 180 CPUs total. The “Normal” harvest cluster has stable per-VM CPUs, but the

size of each Harvest VM varies, with the largest VM having 28 CPUs and the smallest

VM having 5 CPUs. The “Dedicated” cluster has both stable and homogeneous per-VM

CPUs.

We compare the performance of these three clusters in Figure 4.15. “Active”
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Figure 4.15: Performance of harvest clusters in normal case (“Normal”), under frequent
and significant CPU changes (“Active”), and of the “Dedicated” cluster.

achieves 73.1% throughput of the “Normal” harvest cluster and 61.2% of the “Dedi-

cated” cluster. The frequent and significant CPU changes result in a higher cold start

rate for the “Active” harvest cluster compared to “Normal” harvest cluster at similar

loads as shown on the left side of Figure 4.16. The “Dedicated” cluster achieves 19%

higher throughput than the “Normal” cluster because the small VMs in “Normal” are

more prone to saturation at high loads. We also experiment deploying vanilla Open-

Whisk on the “Active” and “Dedicated” clusters. Vanilla OpenWhisk only achieves

39.0% throughput on “Active” compared to “Dedicated” cluster. This demonstrates that

MWS can better handle active resource variations. Even with the 26.9% performance

loss for the worst case, we show in the next section that running serverless comput-

ing workloads on Harvest VMs significantly outperforms running them on regular VMs

under the same cost budget.
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Figure 4.16: Cold start rate against load for fixed budget.

Discount devict(%) dharv(%) #VMs

Baseline (dedicated) 0 0 2
Lowest 48 48 6
Typical 70 80 12
High 80 90 18
Best 88 90 21

Table 4.3: Number of Harvest VMs with the same budget, based on the discount level.

4.7.4 Cost vs Performance

Cost. To evaluate the benefits of using harvested resources, we set a fixed budget

and compare how many Harvest VMs we can provision and the load we can serve. As

the budget baseline, we use two regular VMs with 16 CPUs and 64 GB of memory.

We use the cost model introduced in Section 4.2 where the minimum resources and

the harvested cores have a discount of devict and dharv respectively. Table 4.3 shows the

impact of the discounts. With the most pessimistic discount, we obtain 6 Harvest VMs,

and up to 21 with an optimistic discount configuration.

Performance. Figure 4.17 compares the performance of each of these cluster config-

urations. These harvest clusters have 1.9×, 4.6×, 7.8× and 9.7× more CPUs than the

baseline with 2 regular VMs. The throughput is 2.2×, 4.6×, 7.7× and 9.0× better as a
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Figure 4.17: Regular vs Harvest VMs with same budget.

result of cheaper harvested CPUs.

Cold start rate. The improvement in throughput is also reflected with lower cold start

rates for each load value as depicted in Figure 4.16 (right side). Notice that at very low

loads, all clusters have high cold start rates since the function invocations are spread

across many VMs but without significant impact on latency. As the load increases,

the cold start rate initially decreases in all configurations, and then increases as load

approaches system capacity (around 25% at saturation).

4.7.5 Harvest VMs vs Spot VMs

Harvest VMs and Spot VMs are both evictable VMs that leverage surplus resources. In

this section, we compare hosting serverless workload on Harvest VMs and Spot VMs
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via simulation, and focus on reliability and cost.

Experiment setup. For a fair comparison, we create synthetic Spot VM and Harvest

VM traces with the idle resources of the same physical cluster (described in the charac-

terization of resource variability in Section 4.3.1). For Harvest VMs, we place one VM

on each node as long as the node can accommodate its base size, and the VM can harvest

all idle resources on the node. For Spot VMs, we place as many as VMs as will fit on

each node. Both Harvest VM and Spot VM are given a 30-second grace period before

eviction. We use the same serverless workload trace as in Section 4.3.2, and pick the

5-day snapshot with aligning weekdays as the VM traces. We also extend the simulation

framework in Section 4.4.1 to incorporate CPU usage: each invocation consumes one

CPU and an invocation is buffered when the cluster runs out of CPUs. New containers

are created on the VM with the least CPU utilization.

Sensitivity analysis. We analyze Harvest VMs with base size of 2, 4 and 8 CPUs

(referred to as H2 to H8), and Spot VMs with size of 2, 4, 8, 16, 32 and 48 CPUs

(referred to as S2 to S48), and the results are shown in Figure 4.18. CPUs × time is

normalized against the idle CPUs× time of the physical cluster, and price is normalized

against regular CPUs under the Typical configuration in Table 4.3.

Reliability. H2 achieves the lowest invocation failure with 4.31 × 10−6 (i.e., “5 nines”

of reliability). For Harvest VMs, the invocation failure rate increases with base size,

reaching 3.54 × 10−5 at H8. For Spot VMs, invocation failure rate reaches its minimum

of 1.00 × 10−4 at S2, but is significantly higher than Harvest VMs, being at least 23.2×

higher than H2. The invocation failure rate on Spot VMs reaches the maximum at S16

and decreases with VM size afterwards. This is because the fragmentation caused by

large VMs creates a larger buffer of unused resources that prevents VM eviction upon

shrinkage of idle resources. Cold start rates show similar trends for the same reason.
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Figure 4.18: Harvest VMs vs Spot VMs. Hx refers to Harvest VMs with base size of x
CPUs, and Sx refers to Spot VMs with x CPUs.

Cost. To calculate the price, we incorporate the additional per-VM cost incurred by

the framework installation as in [36]. Assuming an installation time of 10 minutes as in

Section 4.3.1, we use the following equation:

base core time × devict + harvest core time × dharv

base core time + harvest core time − install core time

With the same idle resources, Harvest VMs also provide more effective compute

power (CPUs × time) than Spot VMs at cheaper prices. H2 can utilize 99.62% of the

total idle compute power, and S2 can only utilize 91.67%. H2 offers an amortized per-

CPU price of 0.211$/hour, while the lowest per-CPU price of Spot VM is 0.313$/hour

(offered by S48). Harvest VMs are cheaper for two reasons: dharv being smaller than

devict, and less installation overhead as a result of less VM evictions. For Spot VMs, the

effective compute power decreases with VM size as a result of fragmentation.
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VM type Base CPUs Max CPUs Memory

Harvest 2 6 16GB
Regular 8 8 32GB
Spot-4 4 4 16GB
Spot-48 48 48 192GB

Table 4.4: Characteristics of the Harvest VMs, regular VMs, and Spot VMs used in the
experiment in §4.7.6.

4.7.6 Running on Real Harvest VMs

We now demonstrate executing snapshots of the function traces on real Harvest VMs.

For this experiment, we cannot control the number of available CPUs and just report the

organic numbers.

Experiment setup. To reproduce the invocations from the function trace, we use CPU-

intensive loops with the same duration. Because the maximum number of concurrent

running invocations in the function trace is too high to fit in the size of our cluster, we

combine multiple 2-hour snapshots with fewer concurrent running invocations, making

it feasible to replay the function trace.

Figure 4.19 reports the number of concurrent running invocations (the peak is 120

invocations), and we provision a cluster with 150 CPUs so that its CPU utilization is

below 80%.

We test four clusters, consisting of Harvest VMs, baseline regular VMs, Spot-4 VMs

and Spot-48 VMs (Table 4.4). We deploy MWS OpenWhisk on the Harvest VM and

Spot VM cluster and the vanilla OpenWhisk on the regular VM cluster.

Utilization and performance. Figure 4.20 shows the total number of CPUs and the

utilization for the Harvest, regular and Spot clusters. All clusters show similar CPU

utilization patterns and the Harvest and Spot-48 clusters run all the functions with no
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Figure 4.19: Invocations in the combined function trace.

Percentile Harvest Spot-4 Spot-48

25th 56% 53% 53%
50th 47% 43% 52%
75th 32% 4% 38%
90th 41% 15% 55%
95th 74% 35% 83%
99th 62% 16% 81%

Table 4.5: Latency reduction at multiple percentiles of Harvest and Spot VM clusters
over regular VM clusters.

failure. Figure 4.21 shows the invocation latency distribution of the tested clusters.

Table 4.5 lists the latency reduction of Harvest and Spot VM clusters over the regular

VM cluster at different percentiles. Harvest VMs outperform other alternatives except

Spot-48 VM, because large VMs are less likely to be saturated, both in terms of CPUs

and memory. However, using large Spot VMs leads to lower resource utilization and

higher failure rate, as discussed in Section 4.7.5.
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Figure 4.20: CPU number and cluster CPU utilization for Harvest VMs (upper left),
regular VMs (upper right), and Spot VMs with 4 CPUs (lower left) and 48 CPUs (lower
right).

Cost. We now compare the cost of Harvest VMs against regular VMs and Spot VMs,

and we assume that the Spot VM cluster has the same configuration as the regular VM

cluster. We analyze the four configurations of devict and dharv from Table 4.3. Com-

pared to regular VMs, Harvest VMs are 49%, 77%, 83% and 89% cheaper, respectively.

Compared to their Spot-4 VMs counterparts, they are 0%, 22%, 45% and 11% cheaper,

respectively. The worst case achieves no savings compared to Spot VMs because it

pessimistically assumes harvested CPUs have the same price as evictable CPUs. This

pricing is unlikely to happen in practice.
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Figure 4.21: Response latency comparing MWS on harvested resources to vanilla Open-
Whisk running on dedicated resources.

4.7.7 Summary

We demonstrate the performance benefit of MWS load balancing. It achieves 22.6×

higher throughput than vanilla OpenWhisk, as it addresses resource variations. It also

improves locality, resulting in lower cold start rates. With MWS, we realize the ben-

efits of running serverless platforms on harvested resources, achieving lower cost and

better performance: Under the same cost budget, running serverless platforms on har-

vested resources achieves 2.2× to 9.0× higher throughput compared to using dedicated

resources; and with the same amount of provisioned resources, running serverless plat-

forms on harvested resources achieves 48% to 89% cost savings, with lower latency due

to better load balancing.
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4.8 Conclusion

In this chapter, we propose to host serverless platforms on harvested resources. We

quantify the challenges of using harvested resources for serverless invocations, includ-

ing Harvest VM evictions and resource variation by characterizing the serverless work-

loads and Harvest VMs of Microsoft Azure. We demonstrate the reliability of hosting

serverless workloads on harvested resources with trace-driven simulation. We also de-

sign and implement a harvesting-aware serverless load balancer on OpenWhisk, with

which we demonstrate the performance and economic benefits of hosting serverless

platforms on harvested resources.
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CHAPTER 5

CONCLUSIONS AND FUTURE WORK

5.1 Summary and Contributions

In this dissertation, we have presented three resource managers for cloud-native systems,

including both microservices and serverless. In particular, we have made the following

contributions:

1. ML-based resource management of microservices: In the realm of microser-

vice resource management, the dependencies induced by inter-service communi-

cation, or backpressure effect, as well as the diverse resource requirements of

individual microservices, pose significant challenges. Sinan demonstrates the

effectiveness of Machine learning (ML) models in addressing these challenges.

Specifically, Sinan (Chapter 2) shows that ML models can capture both the spa-

tial and temporal correlations between per-service performance metrics, leading

to accurate predictions of end-to-end performance and Service Level Agreement

(SLA) violation status. The prediction can then be used to guide resource alloca-

tion decisions. Moreover, Sinan highlights the importance of a balanced dataset

that includes an equal share of SLA violation and satisfaction, for the effective-

ness of ML models. To create the balanced dataset, Sinan proposes the use of an

exploration algorithm designed to trigger the corner cases of SLA violations.

2. Lightweight models with better performance and minimal overhead: Despite

outperforming traditional approaches, ML-driven approaches require a lengthy

exploration process that triggers to a high number of SLA violations, hindering

their practical use. To reduce the complexity of modeling microservice perfor-
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mance, we further investigate the backpressure-free conditions which guarantee

that each service can considered independent for the purpose of resource manage-

ment. With the backpressure-free conditions, we proposes Ursa, which uses an

analytical model to decompose the end-to-end SLA into per-service SLAs, and

maps them to resource allocations. Ursa outperforms ML-driven approaches with

a more lightweight model while significantly shortening the exploration process

and reducing the exploration-induced SLA violations. Ursa highlights the bene-

fits of domain specific analytical models: compared to deep neural networks that

can fit arbitrary function but requires large amounts of training data, analytical

models designed with expert knowledge can be more performant, efficient and

lightweight.

3. Efficiently and safely hosting serverless with harvested resources: In order

reduce the infrastructure provisioning cost and deliver a better serverless product,

we propose to host serverless platforms on harvested resources. We demonstrate

the reliability of hosting serverless workloads against Harvest VM evictions, and

design a harvesting-aware load balancer to handle Harvest VM resource variation

while minimizing cold start. We also demonstrate the performance and economic

benefits of Harvest VMs, and its superiority to other type of resource harvesting

VMs.

5.2 Open Problems

Despite the research contributions presented in the thesis, there are still open problems

regarding efficient resource management for cloud native systems.

Transparently reducing network stack overhead. Network stack contributes a
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substantial portion of latency and computation to microservices and is often a bottleneck

for increasing resource utilization. This is due to frequent interrupts and switches be-

tween user and kernel space that are required for network processing. While user space

networking technologies such as DPDK [26] and RDMA [79] have shown promise in

reducing network stack latency and boosting resource utilization for network-intensive

applications, they require substantial modifications to the applications and present addi-

tional challenges in multi-tenant scenarios. Therefore, developing user space network-

ing technologies that are compatible with the socket interface and can operate effectively

in multi-tenant environments would represent a significant advance in the performance

and resource utilization of microservices. This area requires further research and engi-

neering efforts.

Resource management for blackbox services. In the thesis we assume a rela-

tively transparent setting where operators have access to information such as microser-

vice topologies, user loads, and service latency. However, in some cases, microservice

topologies may be unknown, and real-time latency measurements may be difficult to ob-

tain. Furthermore, in some situations, only resource utilization at the VM level may be

available. Managing resources and maintaining SLAs in these blackbox scenarios can

be particularly challenging, and further research is needed to develop effective strategies

for resource allocation and SLA enforcement in these contexts.

Fast VM checkpointing and migration. Fast VM checkpointing and migration

techniques are essential to eliminate invocation failures caused by VM evictions. Al-

though such failures are rare in practice as demonstrated in the thesis, a theoretical

guarantee on failure rate is lacking. To completely eliminate invocation failure caused

by VM eviction, the culprit VM should be checkpointed and migrated within the evic-

tion grace period. To achieve this, further research and engineering efforts are required
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on lightweight VM technologies that can support fast checkpointing and migration. By

developing such techniques, we can ensure that serverless workloads are always robust

and reliable in the face of Harvest VM evictions.

5.3 Future Work

We believe our contributions open up several directions for future work

1. Unified framework for microservices and serverless: Microservices and

serverless are similar and share much of the infrastructure. For the stateless

part, the difference can be attributed to event-driven or RPC-connected long-

running containers versus event-driven ’one-off’ containers. There are trade-offs

to be made between performance and cost when using both approaches, so a uni-

fied framework is needed that can automate these trade-offs and minimize cost

while providing good performance. The framework should keep the program-

ming model as simple as serverless and dynamically adapt the underlying imple-

mentation to serverless or microservices depending on load patterns and function

execution times. For the stateful part, serverless frameworks typically offer fault

tolerance by persisting intermediate results, and provide commit guarantees such

as causally consistent commit, whereas microservices require user to implement

such guarantees themselves. A unified framework should provide an interface for

user to specify desired commit guarantees and provide default options for both

serverless and microservice implementations.

2. Hosting microservices with harvested resources: Hosting microservices with

Harvest VMs also has the potential of significant cost savings, but there are sev-

eral challenges. Microservice containers are long-running, which makes them
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more susceptible to failures caused by Harvest VM evictions. The orchestration

framework should be able to predict the lifetime of Harvest VMs, and migrate

or gracefully terminate microservice containers in advance. Furthermore, long

running containers are also more susceptible to performance instability due to

Harvest VM resource variation. The orchestration framework also needs to antic-

ipate resource variation and adjusts load balancing decisions in advance to avoid

performance degradation.

3. Overcoming backpressure: The backpressure effect in RPC-connected mi-

croservices increases the complexity of resource management and also limits re-

source utilization. Backpressure is mainly caused by queuing in the network stack

when the system runs out of resources such as connections. Accelerated networks,

particularly user-level networking techniques such as DPDK and RDMA, have the

potential to help alleviate this phenomenon. The challenge, however, is to apply

these techniques transparently to the microservices framework.

4. Optimal resource allocation for serverless workflow: We demonstrate the per-

formance benefit of applying ML or analytical models to microservice resource

management. The proposed techniques can also be applied to serverless work-

flows which also have topologies and are subject to SLA constraints.
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